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Abstract

Elementary vector and tensor analysis concepts are reviewed in a manner that
proves useful for higher-order tensor analysis of anisotropic media. In addition
to reviewing basic matrix and vector analysis, the concept of a tensor is cov-
ered by reviewing and contrasting numerous different definition one might see
in the literature for the term “tensor.” Basic vector and tensor operations are
provided, as well as some lesser-known operations that are useful in materials
modeling. Considerable space is devoted to “philosophical” discussions about
relative merits of the many (often conflicting) tensor notation systems in popu-
lar use.
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July 11, 2003 1:03 pm
Preface D R A F TR e b e c c a  B r a n n
 o n

Preface

Math and science journals often have extremely restrictive page limits, making it vir-
tually impossible to present a coherent development of complicated concepts by working
upward from basic concepts. Furthermore, scholarly journals are intended for the presen-
tation of new results, so detailed explanations of known results are generally frowned
upon (even if those results are not well-known or well-understood). Consequently, only
those readers who are already well-versed in a subject have any hope of effectively read-
ing the literature to further expand their knowledge. While this situation is good for expe-
rienced researchers and specialists in a particular field of study, it can be a frustrating
handicap for less experienced people or people whose expertise lies elsewhere. This book
serves these individuals by presenting several known theorems or mathematical tech-
niques that are useful for the analysis material behavior. Most of these theorems are scat-
tered willy-nilly throughout the literature. Several rarely appear in elementary textbooks.
Most of the results in this book can be found in advanced textbooks on functional analysis,
but these books tend to be overly generalized, so the application to specific problems is
unclear. Advanced mathematics books also tend to use notation that might be unfamiliar to
the typical research engineer. This book presents derivations of theorems only where they
help clarify concepts. The range of applicability of theorems is also omitted in certain sit-
uations. For example, describing the applicability range of a Taylor series expansion
requires the use of complex variables, which is beyond the scope of this document. Like-
wise, unless otherwise stated, I will always implicitly presume that functions are “well-
behaved” enough to permit whatever operations I perform. For example, the act of writing

 will implicitly tell you that I am assuming that  can be written as a function of 
and (furthermore) this function is differentiable. In the sense that much of the usual (but
distracting) mathematical provisos are missing, I consider this document to be a work of
engineering despite the fact that it is concerned principally with mathematics. While I
hope this book will be useful to a broader audience of readers, my personal motivation is
to establish a single bibliographic reference to which I can point from my more stilted and
terse journal publications.

Rebecca Brannon, rmbrann@sandia.gov
Sandia National Laboratories
July 11, 2003 1:03 pm.

“It is important that students bring a certain ragamuffin, barefoot, irreverence
to their studies; they are not here to worship what is known, but to question it” 

— J. Bronowski [The Ascent of Man]
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September 4, 2003 5:24 pm
Introduction

D R A F TR e b e c c a  B r a n n n
o

FUNCTIONAL AND STRUCTURED TENSOR 
ANALYSIS FOR ENGINEERS:

a casual (intuition-based) introduction to vector and 
tensor analysis with reviews of popular notations used in 

contemporary materials modeling

1. Introduction
RECOMMENDATION: To get immediately into tensor analysis “meat and
potatoes” go now to page 21. If, at any time, you become curious about what
has motivated our style of presentation, then consider coming back to this
introduction, which just outlines scope and philosophy. 
There’s no need to read this book in step-by-step progression. Each section is
nearly self-contained. If needed, you can backtrack to prerequisite material
(e.g., unfamiliar terms) by using the index. 

This book reviews tensor algebra and tensor calculus using a notation that proves use-
ful when extending these basic ideas to higher dimensions. Our intended audience com-
prises students and professionals (especially those in the material modeling community)
who have previously learned vector/tensor analysis only at the rudimentary level covered
in freshman calculus and physics courses. Here in this book, you will find a presentation
of vector and tensor analysis aimed only at “preparing” you to read properly rigorous text-
books. You are expected to refer to more classical (rigorous) textbooks to more deeply
understand each theorem that we present casually in this book. Some people can readily
master the stilted mathematical language of generalized math theory without ever caring
about what the equations mean in a physical sense — what a shame. Engineers and other
“applications-oriented” people often have trouble getting past the supreme generality in
classical textbooks (where, for example, numbers are complex and sets have arbitrary or
infinite dimensions). To service these people, we will limit attention to ordinary engineer-

“Things should be described as simply as possible, 
but no simpler.” — A. Einstein
1
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ing contexts where numbers are real and the world is three-dimensional. Newcomers to
engineering tensor analysis will also eventually become exasperated by the apparent dis-
connects between jargon and definitions among practitioners in the field — some profes-
sors define the word “tensor” one way while others will define it so dramatically
differently that the two definitions don’t appear to have anything to do with one another.
In this book we will alert you about these terminology conflicts, and provide you with
means of converting between notational systems (structures), which are essential skills if
you wish to effectively read the literature or to communicate with colleagues. 

After presenting basic vector and tensor analysis in the form most useful for ordinary
three-dimensional real-valued engineering problems, we will add some layers of complex-
ity that begin to show the path to unified theories without walking too far down it. The
idea will be to explain that many theorems in higher-dimensional realms have perfect ana-
logs with the ordinary concepts from 3D. For example, you will learn in this book how to
obliquely project a vector onto a plane (i.e, find the “shadow” cast by an arrow when you
hold it up in the late afternoon sun), and we demonstrate in other (separate) work that the
act of solving viscoplasticity models by a return mapping algorithm is perfectly analogous
to vector projection.

Throughout this book, we use the term “ordinary” to refer to the three dimensional
physical space in which everyday engineering problems occur. The term “abstract” will be
used later when extending ordinary concepts to higher dimensional spaces, which is the
principal goal of generalized tensor analysis. Except where otherwise stated, the basis

 used for vectors and tensors in this book will be assumed regular (i.e.,
orthonormal and right-handed). Thus, all indicial formulas in this book use what most
people call rectangular Cartesian components. The abbreviation “RCS” is also frequently
used to denote “Rectangular Cartesian System.” Readers interested in irregular bases can
find a discussion of curvilinear coordinates at http://www.me.unm.edu/~rmbrann/
gobag.html (however, that document presumes that the reader is already familiar with the
notation and basic identities that are covered in this book).

STRUCTURES and SUPERSTRUCTURES
If you dislike philosophical discussions, then please skip this section. You may go directly to
page 21 without loss.

Tensor analysis arises naturally from the study of linear operators. Though tensor anal-
ysis is interesting in its own right, engineers learn it because the operators have some
physical significance. Junior high school children learn about zeroth order tensors when
they are taught the mathematics of straight lines, and the most important new concept at
that time is the slope of a line. In freshman calculus, students learn to find local slopes
(i.e., tangents to curves obtained through differentiation). Freshman students are also
given a discomforting introduction to first-order tensors when they are told that a vector is
“something with magnitude and direction”. For scientists, these concepts begin to “gel” in
physics classes (where “useful” vectors such as velocity or electric field are introduced,

e
˜1 e

˜2 e
˜3, ,{ }
2
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and vector operations such as the cross-product begin to take on useful meanings). As stu-
dents progress, eventually their attention focuses on the vector operations themselves.
Some vector operations (such as the dot product) start with two vectors to produce a sca-
lar. Other operations (such as the cross product) produce another vector as output. Many
fundamental vector operations are linear, and the concept of a tensor emerges as naturally
as the concept of slope emerged when you took junior high algebra. Other vector opera-
tions are nonlinear, but a “tangent tensor” can be constructed in the same sense that a tan-
gent to a nonlinear curve can be found by freshman calculus students.

The functional or operational concept of a tensor deals directly with the physical
meaning of the tensor as an operation or a transformation. The “book-keeping” for charac-
terizing the transformation is accomplished through the use of structures. A structure is
simply a notation or syntax — it is an arrangement of individual constituent “parts” writ-
ten down on the page following strict “blueprints.” For example, a matrix is a structure
constructed by writing down a collection of numbers in tabular form (usually ,

, or  arrays for engineering applications). The arrangement of two letters in the
form  is a structure that represents raising  to the power . In computer programing,
the structure “y^x” is often used to represent the same operation. The notation  is a
structure that symbolically represents the operation of differentiating  with respect to ,
and this operation is sometimes represented using the alternative structure “ ”. All of
these examples of structures should be familiar to you. Though you probably don’t
remember it, they were undoubtedly quite strange and foreign when you first saw them.
Tensor notation (tensor structures) will probably affect you the same way. To make mat-
ters worse, unlike the examples we cited here, tensor notation varies widely among differ-
ent researchers. One person’s tensor notation often dramatically conflicts with notation
adopted by another researcher (their notations can’t coexist peacefully like  and “y^x”).
Neither researcher has committed an atrocity — they are both within rights to use what-
ever notation they desire. Don’t get into cat fights with others about their notation prefer-
ences. People select notation in a way that works best for their application or for the
audience they are trying to reach. Tensor analysis is such a rich field of study that variants
in tensor notation are a fact of life, and attempts to impose uniformity is short-sighted
folly. However, you are justified in criticizing another person’s notation if they are not
self-consistent within a single publication.

The assembly of symbols, , is a standard structure for division and  is a standard
structure for multiplication. Being essentially the study of structures, mathematics permits
us to construct unambiguous meanings of “superstructures” such as  and consistency
rules (i.e., theorems) such as 

 if  (1.1)

3 3×
3 1× 1 3×

yx y x
dy
dx
------

y x
y, x

yx

a
b
--- rs

ab
rs
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rs
------ b

s
---= a r=
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We’ve already mentioned that the same operation might be denoted by different struc-
tures (e.g., “y^x” means the same thing as ). Conversely, it’s not unusual for structures
to be overloaded, which means that an identical arrangement of symbols on the page can
have different meaning depending on the meanings of the constituent “parts” or depending
on context. For example, we mentioned that “  if ”, but everyone knows that
you shouldn’t use the same rule to cancel the “d”s in a derivative  to claim it equals .
The derivative is a different structure. It shares some manipulation rules with fractions, but
not all. Handled carefully, structure overloading can be a powerful tool. If, for example, 
and  are numbers and  is a vector, then structure overloading permits us to write

. Here, we overloaded the addition symbol “+”; it represents addition
of numbers on the left side but addition of vectors on the right. Structure overloading also
permits us to assert the heuristically appealing theorem ; in this context, the hor-
izontal bar does not denote division, so you have to prove this theorem — you can’t just
“cancel” the “ ”s as if these really were fractions. The power of overloading (making
derivatives look like fractions) is evident here because of the heuristic appearance that
they cancel just like regular fractions.

In this book, we use the phrase “tensor structure” for any tensor notation system that is
internally(self)-consistent, and which everywhere obeys its own rules. Just about any per-
son will claim that his or her tensor notation is a structure, but careful inspection often
reveals structure violations. In this book, we will describe one particular tensor notation
system that is, we believe, a reliable structure.* Just as other researchers adopt a notation
system to best suit their applications, we have adopted our structure because it appears to
be ideally suited to generalization to higher-order applications in materials constitutive
modeling. Even though we will carefully outline our tensor structure rules, we will also
call attention to alternative notations used by other people. Having command of multiple
notation systems will position you to most effectively communicate with others. Never
(unless you are a professor) force someone else to learn your tensor notation preferences
— you should speak to others in their language if you wish to gain their favor.

We’ve already seen that different structures are routinely used to represent the same
function or operation (e.g.  means the same thing as “y^x”). Ideally, a structure should
be selected to best match the application at hand. If no conventional structure seems to do
a good job, then you should feel free to invent your own structures or superstructures.
However, structures must always come equipped with unambiguous rules for definition,
assembly, manipulation, and interpretation. Furthermore, structures should obey certain
“good citizenship” provisos.

(i) If other people use different notations from your own, then
you should clearly provide an explanation of the meaning of
your structures. For example, in tensor analysis, the structure

* Readers who find a breakdown in our structure are encouraged to notify us.
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 often has different meanings, depending on who writes

it down; hence, if you use this structure, then you should
always define what you mean by it.

(ii) Notation should not grossly violate commonly adopted “stan-
dards.” By “standards,” we are referring to those everyday
bread-and-butter structures that come implicitly endowed
with certain definitions and manipulation rules. For example,
“ ” had darned will better stand for addition — only a
deranged person would declare that the structure “ ”
means division of x by y (something that the rest of us would
denote by , ,  or even ). Similarly, the words
you use to describe your structures should not conflict with
universally recognized lexicon of mathematics. (see, for
example, our discussion of the phrase “inner product.”)

(iii) Within a single publication, notation should be applied con-
sistently. In the continuum mechanics literature, it is not
uncommon for the structure  (called the gradient of a vec-
tor) to be defined in the nomenclature section in terms of a
matrix whose  components are . Unfortunately,
however, within the same publication, some inattentive
authors later denote the “velocity gradient” by  but with
components — that’s a structure self-consistency
violation!

(iv) Exceptions to structure definitions are sometimes unavoid-
able, but the exception should always be made clear to the
reader. For example, in this book, we will define some
implicit summation rules that permit the reader to know that
certain things are being summed without a summation sign
present. There are times, however, that the summation rules
must be suspended and structure consistency demands that
these instances must be carefully called out.

What is a scalar? What is a vector?
This physical introduction may be skipped. You may go directly to page 21 without loss.

We will frequently exploit our assumption that you have some familiarity with vector
analysis. You are expected to have a vague notion that a “scalar” is something that has
magnitude, but no direction; examples include temperature, density, time, etc. At the very
least, you presumably know the sloppy definition that a vector is “something with length
and direction.” Examples include velocity, force, and electric field. You are further pre-
sumed to know that an ordinary engineering vector can be described in terms of three
components referenced to three unit base vectors. A prime goal of this book is to improve
this baseline “undergraduate’s” understanding of scalars and vectors.

A:B

x y+
x y+

x
y
-- x y⁄ x y÷ y  x

v∇
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v∇
∂vi ∂xj⁄
5
Copyright is reserved. Individual copies may be made for personal use. No part of this document may be reproduced for profit.



September 4, 2003 5:24 pm
IntroductionD R A F T

R e c c a  B r a n n o n

e b

In this book, scalars are typeset in plain italic ( ). Vectors are typeset in bold
with a single under-tilde (for example, ), and their components are referred to by num-
bered subscripts ( ). Introductory calculus courses usually denote the orthonormal
Cartesian base vectors by , but why give up so many letters of the alphabet? We
will use numerically subscripted symbols such as  or  to denote
the orthonormal base vectors. 

As this book progresses, we will improve and refine our terminology to ultimately pro-
vide the mathematician’s definition of the word “vector.” This rigorous (and therefore
abstract) definition is based on testing the properties of a candidate set of objects for cer-
tain behaviors under proposed definitions for addition and scalar multiplication. Many
engineering textbooks define a vector according to how the components change upon a
change of basis. This component transformation viewpoint is related to the more general
mathematician’s definition of “vector” because it is a specific instance of a discerning def-
inition of membership in what the mathematician would see as a candidate set of
“objects.” For many people, the mathematician’s definition of the word “vector” sparks an
epiphany where it is seen that a lot of things in math and in nature function just like ordi-
nary (engineering) vectors. Learning about one set of objects can provide valuable insight
into a new and unrelated set of objects if it can be shown that both sets are vector spaces in
the abstract mathematician’s sense.

What is a tensor?
This section may be skipped. You may go directly to page 21 without loss.

In this book we will assume you have virtually zero pre-existing knowledge of tensors.
Nonetheless, it will be occasionally convenient to talk about tensor concepts prior to care-
fully defining the word “tensor,” so we need to give you a vague notion about what they
are. Tensors arise when dealing with functions that take a vector as input and produce a
vector as output. For example, if a ball is thrown at the ground with a certain velocity
(which is a vector), then classical physics principals can be use to come up with a formula
for the velocity vector after hitting the ground. In other words, there is presumably a func-
tion that takes the initial velocity vector as input and produces the final velocity vector as
output: . When grade school kids learn about scalar functions
( ), they first learn about straight lines. Later on, as college freshman, they learn
the brilliant principle upon which calculus is based: namely, nonlinear functions can be
regarded as a collection of infinitesimal straight line segments. Consequently, the study of
straight lines forms an essential foundation upon which to study the nonlinear functions
that appear in nature. Like scalar functions, vector-to-vector functions might be linear or
non-linear. Very loosely speaking, a vector-to-vector transformation  is linear if
the components of the output vector  can be computed by a square  matrix  act-
ing on the input vector :*

* If you are not familiar with how to multiply a  matrix times a  array, see page 22.
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 (1.2)

Consider, for example, our function that relates the
pre-impact velocity to the post-impact velocity for a
ball bouncing off a surface. Suppose the surface is fric-
tionless and the ball is perfectly elastic. If the normal to
the surface points in the 2-direction, then the second
component of velocity will change sign while the other
components will remain unchanged. This relationship
can be written in the form of Eq. (1.2) as

 (1.3)

The matrix  in Eq. (1.2) plays a role similar to the role played by the slope  in the
most rudimentary equation for a scalar straight line, .* For any linear vector-to-
vector transformation, , there always exists a second-order tensor [which we will
typeset in bold with two under-tildes, ] that completely characterizes the transforma-
tion.† We will later explain that a tensor  always has an associated  matrix of com-
ponents. Whenever we write an equation of the form

,  (1.4)

it should be regarded as a symbolic (more compact) expression equivalent to Eq. (1.2). As
will be discussed in great detail later, a tensor is more than just a matrix. Just as the com-
ponents of a vector change when a different basis is used, the components of the 
matrix that characterizes a tensor will also change when the underlying basis changes.
Conversely, if a given  matrix fails to transform in the necessary way upon a change
of basis, then that matrix must not correspond to a tensor. For example, let’s consider
again the bouncing ball model, but this time, we will set up the basis differently. If we had
declared that the normal to the surface pointed in the 3-direction instead of the 2-direction,
then Eq. (1.3) would have ended up being

* Incidentally, the operation  is not linear. The proper term is “affine.” Note that 
. Thus, by studying linear functions, you are only a step away from affine functions (just 

add the constant term after doing the linear part of the analysis).
† Existence of the tensor is ensured by the Representation Theorem, covered later in Eq. 9.7.
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 (1.5)

Note that changing the basis forced a change in the 
matrix. Less trivially, if we had set up the basis by rotat-
ing it  clockwise, then the formula would have been
given by the far less intuitive or obvious relationship

 (1.6)

We have not yet covered the formal process for determining how the components of the
tensor  must vary with a change in basis, so don’t be dissuaded if you don’t know how
we came up with the components shown in Eq. (1.6). One thing you can do at this stage is
double-check the equation for some special cases where you know what the answer should
be. For example, with this rotated basis, if the ball has an incoming trajectory that happens
to be parallel to , then examining the picture should tell you that the outgoing trajectory
should be parallel to , and the above matrix equation does indeed predict this result.
Another special case you can consider is when the incoming trajectory is headed straight
down toward the surface so that  is parallel to , which corresponds to a com-
ponent array . Then the matrix operation of Eq. (1.6) would give

 is parallel to , or  (1.7)

This means the outgoing final velocity is parallel to , which (referring to the
sketch) is straight up away from the surface, as expected. The key point here is: if you
know the component matrix for a tensor with respect to one basis, then there exists a for-
mal procedure (discussed later in this book) that will tell you what the component matrix
must look like with respect to a different basis.

At this point, we have provided only an extremely vague and undoubtedly disquieting
notion of the meaning of the word “tensor.” The sophistication and correctness of this pre-
liminary definition is on a par with the definition of a vector as “something with length
and direction.” A tensor is the next step in complexity — it is a mathematical abstraction
or book-keeping tool that characterizes how something with length and direction trans-
forms into something else with length and direction. It plays a role in vector analysis simi-
lar to the concept of slope in algebra.
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Examples of tensors in materials mechanics. 
This section may be skipped. You may go directly to page 21 without loss.

The stress tensor. In materials modeling, the “stress tensor” plays a pivotal role. If a
blob of material is subjected to loads (point forces, body forces, distributed pressures, etc.)
then it generally reacts with some sort of internal resistance to these loads (viscous, iner-
tial, elastic, etc.). As a “thought experiment”, imagine that you could pass a plane through
the blob (see Fig. 1.1). To keep the remaining half-blob in the same shape it was in before
you sliced it, you would need to approximate the effect of the removed piece by imposing
a traction (i.e., force per unit area) applied on the cutting plane. 

Force is a vector, so traction (which is just force per unit area) must be a vector too.
Intuitively, you can probably guess that the traction vector needs to have different values
at different locations on the cutting plane, so traction naturally is a function of the position
vector . The traction at a particular location  also depends on the orientation of the cut-
ting plane. If you pass a differently oriented plane through the same point  in a body,
then the traction vector at that point will be different. In other words, traction depends on
both the location in the body and the orientation of the cutting plane. Stated mathemati-
cally, the traction vector  at a particular position  varies as a function of the plane’s out-
ward unit normal . This is a vector-to-vector transformation! In this case, we have one
vector (traction) that depends on two vectors,  and . Whenever attempting to under-
stand a function of two variables, it is always a good idea to consider variation of each

TRACTION:
force per unit 

Figure 1.1. The concept of traction.   When a body is conceptually split in half by a planar surface, the
effect of one part of the body on the other is approximated by a “traction”, or force per unit area, applied
on the cutting plane. Traction is an excellent mathematical model for macroscale bodies (i.e., bodies con-
taining so many atom or molecules that they may be treated as continuous). Different planes will generally
have different traction vectors. 
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variable separately, observing how the function behaves when only one variable changes
while the other is held constant. Presumably, at a given location , a functional relation-
ship exists between the plane’s orientation  and the traction vector . Using the contin-
uum mechanics version of the famous  dynamics equation, Cauchy proved that
this relationship between traction and the plane orientation must be linear. Whenever you
discover that a relationship is linear, you can call upon a central concept of tensor analy-
sis* to immediately state that it is expressible in the form of Eq. (1.2). In other words,
there must exist a tensor, which we will denote  and refer to as “stress,” such that

 (1.8)

Remember that this conclusion resulted from considering variation of  while holding 
fixed. The dependence of traction on  might still be nonlinear, but it is a truly monumen-
tal discovery that the dependence on  is so beautifully simple. Written out, showing the
independent variables explicitly,

 (1.9)

This means the stress tensor itself varies through space (generally in a nonlinear manner),
but the dependence on the cutting plane’s normal  is linear. As suggested in Fig. 1.1, the
components of the stress tensor can be found if the traction is known on the faces of the
cube whose faces are aligned with the coordinate directions. Specifically, the  column
of the component matrix  contains the traction vector acting on the  face of the
cube. These “stress elements” don’t really have finite spatial extent — they are infinitesi-
mal cubes and the tractions acting on each face really represent the traction vectors acting
on the three coordinate planes that pass through the same point in the body. 

* Namely, the Representation Theorem covered later in Eq. 9.7.
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The deformation gradient tensor. The stress tensor characterizes the local orienta-
tion-dependent loads (force per area) experienced by a body. A different tensor — the
“deformation gradient” — characterizes the local volume changes, local orientation
changes, and local shape changes associated with deformation. If you paint an infinitesi-
mal square onto the surface of a blob of putty, then the square will deform into a parallelo-
gram (Fig. 1.2). 

The unit* base vectors  forming the edges of the initial square, will stretch
and rotate to become new vectors, , forming the edges of the deformed parallelo-
gram. These ideas can be extended into 3D if one pretends that a cube could be “painted”
inside the putty. The three unit vectors forming the edges of the initial cube deform into
three stretched and rotated vectors forming the edges of the deformed parallelepiped.
Assembling the three  vectors into columns of a  matrix will give you the matrix
of the deformation gradient tensor. Of course, this is only a qualitative description of the
deformation gradient tensor. A more classical (and quantified) definition of the deforma-
tion gradient tensor starts with the assertion that each point  in the currently deformed
body must have come from some unique initial location  in the initial undeformed refer-
ence configuration, you can therefore claim that a mapping function  must exist.
This is a vector-to-vector transformation, but it is generally not linear. Recall that tensors
characterize linear functions that transform vectors to vectors. However, just as a nonlin-
ear algebraic function (e.g., a parabola or a cosine curve or any other nonlinear function)
can be viewed as approximately linear in the limit of infinitesimal portions (the local slope
of the straight tangent line is determined by differentiating the function), the deformation
mapping is linear when expressed in terms of infinitesimal material line segments  and

. Specifically, if , then the deformation gradient tensor  is defined so that
. Not surprisingly, the Cartesian component matrix for  is given by

* Making the infinitesimal square into a unit square is merely a matter of choosing a length unit 
appropriately. All that really matters here is the ratio of deformed lengths to initial lengths.

Figure 1.2. Stretching silly putty.   The square flows with the material to become a parallel-
ogram. Below each figure, is shown how the square and parallelogram can be described by two
vectors.
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. While this might be the mathematical formula you will need to use to
actually compute the deformation gradient, it is extremely useful to truly understand the
basic physical meaning of the tensor too (i.e., how it shows how squares deform to paral-
lelepipeds). All that is needed to determine the components of this (or any) tensor is
knowledge of how that transformation changes any three linearly independent vectors. 

Vector and Tensor notation — philosophy
This section may be skipped. You may go directly to page 21 without loss.

Tensor notation unfortunately remains non-standardized, so it’s important to at least
scan any author’s tensor notation section to become familiar with his or her definitions and
overall approach to the subject. Authors generally select a vector and tensor notation that
is well suited for the physical problem of interest to them. In general, no single notation
should be considered superior to another. 

Our tensor analysis notational preferences are motivated to simplify our other (more
complicated and contemporary) applications in materials modeling. Different technical
applications frequently call for different notational conventions. The unfortunate conse-
quence is that it often takes many years to master tensor analysis simply because of the
numerous (often conflicting) notations currently used in the literature. Table 1.1, for
example, shows a sampling of how our notation might differ from other books you might
read about tensor analysis. This table employs some conventions (such as implicit indicial
notation) that we have not yet defined, so don’t worry that some entries are unclear. The
only point of this table is to emphasize that you must not presume that the notation you
learn in this book will necessarily jibe with the notation you encounter elsewhere. Note,
for example, that our notation  is completely different from what other people might
intend when they write . As a teaching tool, we indicate tensor order (also called
rank, to be defined soon) by the number of “under-tildes” placed under a symbol. You
won’t see this done in most books, where tensors and vectors are typically typeset in bold
and it is up to you to keep track of their tensor order.

Table 1.1: Some conflicting notations

Operation Cartesian Indicial 
Notation

Our 
Notation

Other 
Notations

Linear transformation of a
vector  into a new vector 

Composition of two tensors
 and 

Inner product of two tensors
 and 

Dot product of a vector 
into a linear transformation

Fij ∂xi ∂Xj⁄=

A
˜̃

B
˜̃

•
A B•

x
˜

v
˜

vi Fijxj= v
˜

F
˜̃

x
˜

•= v Fx=

A
˜̃

B
˜̃

Cij AikBkj= C
˜̃

A
˜̃

B
˜̃

•= C AB=

A
˜̃

B
˜̃

s AijBij= s A
˜̃

:B
˜̃

= s A B•=

w
˜

s wiFijxj= w
˜

F
˜̃

x
˜

•• s w Fx•=
12
Copyright is reserved. Individual copies may be made for personal use. No part of this document may be reproduced for profit.



September 4, 2003 5:24 pm
Introduction

D R A F TR e b e c c a  B r a n n n
o
In this book, we will attempt to cover the most popular tensor analysis notations. One

important notation system not covered in this book is the one used with general curvilinear
coordinates. You can recognize (or suspect) that a person is using general curvilinear nota-
tion if they write formulas with indices positioned as both subscripts and superscripts (for
example, where we would write  in Cartesian notation, a person using curvilin-
ear notation might instead write something like ). When an author is using gen-
eral curvilinear notation, their calculus formulas will look somewhat similar to the
Cartesian calculus formulas we present in this book, but their curvilinear formulas will
usually have additional terms involving strange symbols like  or  called “Christof-
fel” symbols. Whenever you run across indicial formulas that involve these symbols or
when the author uses a combination of subscripts and superscripts, then you are probably
reading an analysis written in general curvilinear notation, which is not covered in this
book. In this case, you should use this book as a starting point for first learning tensors in
Cartesian systems, and then move on to our separate book [6] for generalizations to curvi-
linear notation. An alternative approach is to “translate” an author’s curvilinear equations
into equivalent Cartesian equations by changing all superscripts into ordinary subscripts
and by setting every Christoffel symbol equal to zero. This translation is permissible only
if you are certain that the original analysis applies to a Euclidean space (i.e., to a space
where it is possible to define a Cartesian coordinate system). If, for example, the author’s
analysis was presented for the 2D curvilinear surface of a sphere, then it cannot be trans-
lated into Cartesian notation because the surface of a sphere is a non-Euclidean space (you
can’t draw a map of the world on a 2D piece of paper without distorting the countries). On
the other hand, if the analysis was presented for ordinary 3D space, and the author merely
chose to use a spherical coordinate system, then you are permitted to translate the results
into Cartesian notation because ordinary 3D space admits the introduction of a Cartesian
system. 

Any statement we make here in this book that is cast in direct structured notation
applies equally well to Cartesian and curvilinear systems. Direct structured equations
never used components or base vectors. They represent physical operations with meanings
quite independent of whatever coordinate or basis you happen to use. For example, when
we say that  equals the magnitudes of  and  times the cosine of the angle between
them, that interpretation is valid regardless of your coordinate system. However, when we
say , then that statement (because it involves indexed com-
ponents) holds only for Cartesian systems. The physical operation  is computed one
way in Cartesian coordinates and another way in curvilinear — the value and meaning of
the final result is the same for both systems.

vi Fijxj=
vi F  j

i xj=

k
ij{ } Γij

k

v
˜

w
˜

• v
˜

w
˜

v
˜

w
˜

• v1w1 v2w2 v3w3+ +=
v
˜

w
˜

•
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2. Terminology from functional analysis

RECOMMENDATION: Do not read this section in extreme detail. Just scan 
it to get a basic idea of what terms and notation are defined here. Then go 
into more practical stuff starting on page 21. Everything discussed in this 
section is listed in the index, so you can come back here to get definitions of 
unfamiliar jargon as the need arises. 

Vector, tensor, and matrix analysis are subsets of a more general area of study called
functional analysis. One purpose of this book is to specialize several overly-general results
from functional analysis into forms that are the more convenient for “real world” engi-
neering applications where generalized abstract formulas or notations are not only not
necessary, but also damned distracting. Functional analysis deals with operators and their
properties. For our purposes, an operator may be regarded as a function . If the argu-
ment of the function is a vector and if the result of the function is also vector, then the
function is usually called a transformation because it transforms one vector to become a
new vector. 

In this book, any non-underlined quantity is just an ordinary number (or, using more
fancy jargon, scalar* or field member). Quantities such as  or  with a single squiggly
underline (tilde) are vectors. Quantities such as  or  with two under-tildes are second-
order tensors. In general, the number of under-tildes beneath a symbol indicates to you the
order of that tensor (for this reason, scalars are sometimes called zeroth-order tensors and
vectors are called first-order tensors). Occasionally, we will want to make statements that
apply equally well to tensors of any order. In that case, we might use single straight under-
lines. Quantities with single straight underlines (e.g.,  or ) might represent scalars, vec-
tors, tensors, or other abstract objects. We follow this convention throughout the text;
namely, when discussing a concept that applies equally well to a tensor of any order (sca-
lar, vector, second-order tensor), then we will use straight underlines or, possibly only
bold typesetting with no underlines at all.† When discussing “objects” of a particular

* Strictly speaking, the term “scalar” does not apply to any old number. A scalar must be a number 
(such as temperature or density) whose value does not change when you reorient the basis. For 
example, the magnitude of a vector is a scalar, but any individual component of a vector (whose 
value does depend on the basis) is not a scalar — it is just a number.

“Change isn’t painful, but resistance to 
change is.” — unattributed 

f x( )

v
˜

a
˜A

˜̃
T
˜̃

x y
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order, then we will use “under-tildes”, and the total number of under-tildes will equal the
order of the object. The use of under-tildes and underlines is a teaching tool. In journal
publications, you will usually see vectors and tensors typeset in bold with no underlines,
in which case it will be up to you to keep track of the tensor order of the quantities.

Some basic terminology from functional analysis is defined very loosely below. More
mathematically correct definitions will be given later, or can be readily found in the litera-
ture [e.g., Refs 33, 28, 29, 30, 31, 12]. Throughout the following list, you are presumed to
be dealing with a set of “objects” (scalars, vectors, or perhaps something more exotic) for
which scalar multiplication and “object” addition have well-understood meanings that you
(or one of your more creative colleagues) have dreamed up. The diminutive single
dot “ ” multiplication symbol represents ordinary multiplication when the arguments
are just scalars. Otherwise, it represents the appropriate inner product depending on the
arguments (e.g., it’s the vector dot “ ” product if the arguments are vectors; it’s the ten-
sor double dot “ ” product — defined later — when the arguments are tensors); a mathe-
matician’s definition of the “inner product” may be found on page 233.

• A “linear combination” of two objects  and  is any object  that can be 
expressed in the form  for some choice of scalars  and . A “linear 
combination” of three objects ( , , and ) is any object  that can be expressed 
in the form . Of course, this definition makes sense only if you have 
an unambiguous understanding of what the objects represent. Moreover, you must 
have a definition for scalar multiplication and addition of the objects. If, for example, 
the “objects” are  matrices, then scalar multiplication  of some matrix 

 would be defined  and the linear combination  
would be a  matrix given by . 

• A function  is “linear” if  for all , , , and . This 
means that applying the function to a linear combination of objects will give the same 
result as instead first applying the function to the objects, and then computing the 
linear combination afterward. Linearity is a profoundly useful property. Incidentally, 
the definition of linearity demands that a linear function must give zero when applied 
to zero: . Therefore, the classic formula for a straight line, 

, is not a linear function unless the line passes through the origin 
(i.e., unless ). Most people (including us) will sloppily use the term “linear” 
anyway, but the correct term for the straight line function is “affine.”

• A transformation  is “affine” if it can be expressed in the form , 
where  is constant and  is a linear function.

• A transformation  is “self-adjoint” if . When applied to a linear 

† At this point, you are not expected to already know what is meant by the term “tensor,” much less 
the “order” of a tensor or the meaning of the phrase “inner product.” For now, consider this section 
to apply to scalars and vectors. Just understand that the concepts reviewed in this section will also 
apply in more general tensor settings, once learned.

  ⋅

  •
:

x y r
r αx βy+= α β

x y z r
r αx βy γz+ +=

1 2× αx
x x1 x2,[ ]= αx1 αx2,[ ] αx βy+

1 2× αx1 βy1+ αx2 βy2+,[ ]

f f αx βy+( ) αf x( ) βf y( )+= α β x y

f 0( ) 0=
y f x( ) mx b+= =

b 0=

g g x( ) f x( ) b+=
b f

f y f x( )⋅ x f y( )⋅=
15
Copyright is reserved. Individual copies may be made for personal use. No part of this document may be reproduced for profit.



September 4, 2003 5:24 pm
Terminology from functional analysisD R A F T

R e c c a  B r a n n o n

e b

vector-to-vector transformation, the property of self-adjointness will imply that the 
associated tensor must be symmetric (or “hermitian” if complex vectors are 
permitted. This document limits its scope to real vectors except where explicitly noted 
otherwise, so don’t expect comments like this to continue to litter the text. It’s your 
job to remember that many formulas and theorems in this book might or might not 
generalize to complex vectors.

• A transformation  is a projector if . The term “idempotent” is also 
frequently used. A projector is a function that will keep on returning the same result 
if it is applied more than once. Projectors that appear in classical Newtonian physics 
are usually linear, although there are many problems of engineering interest that 
involve nonlinear projectors -- if one is attuned enough to look for them.

• Any operator  must have a domain of admissible values of  for which  is 
well-defined. Throughout this book, the domain of a function must be inferred by you 
so that the function “makes sense.” For example, if , then you are 
expected to infer that the domain is the set of nonzero . We aren’t going to waste 
your time by saying it. Furthermore, throughout this book, all scalars, vectors and 
tensors are assumed to be real unless otherwise stated. Consequently, whenever you 
see , you may assume the result is non-negative unless you are explicitly told that 

 might be complex.

• The “codomain” of an operator is the set of all  values such that . For 
example, if , then the codomain is the set of nonnegative numbers,*  
whereas the range is the set of reals. The term range space will often be used to 
refer to the range of a linear operator. 

• A set S is said to be “closed” under a some particular operation if application of that 
operation to a member of S always gives a result that is itself a member of S. For 
example, the set of all symmetric matrices† is closed under matrix addition because 
the sum of two symmetric matrices is itself a symmetric matrix. By contrast, set of all 
orthogonal matrices is not closed under matrix addition because the sum of two 
orthogonal matrices is not generally itself an orthogonal matrix. Similarly, the set of 
all unit vectors is not closed under vector addition because the sum of two unit vectors 
does not result in a unit vector.

• The null space of an operator is the set of all  for which .

• For each input , a well-defined proper operator  must give a unique output 
. In other words, a single  must never correspond to two or more possible 

values of . The operator is called one-to-one if the reverse situation also holds. 

* This follows because we have already stated that  is to be presumed real.
† Matrices are defined in the next section.

f f f x( )( ) f x( )=

f x f x( )

f x( ) 1 x⁄=
x

x2

x

y y f x( )=
f x( ) x2=

x

x f x( ) 0=

x f
y f x( )= x

y
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Namely,  is one-to-one if each  in the codomain of  is obtained by a unique  such 
that . For example, the function  is not one-to-one because a single 
value of  can be obtained by two values of  (e.g.,  can be obtained by  or 

). 

• Given two proper functions  and , you may presume that a 
parametric relationship exists between  and , but this relationship (sometimes 
called an implicit function) might not be a proper function at all. Because  and  
are proper functions, it is true that each value of the parameter  will correspond to 
unique values of  and . When these values are assembled together into a graph or 
table over the range of every possible value of , then the result is called a phase 
diagram or phase space. For example, if  and , then the phase 
diagram would be a circle in  versus  phase space.

• If a function is one-to-one, then it is invertible. The inverse  is defined such that 
.

• A set of “objects” is linearly independent if no member of the set can be written 
as a linear combination of the other members of the set. If, for example, the “objects” 
are  matrices, then the three-member set  is not linearly 
independent because the third matrix can be expressed as a linear combination of the 
first two matrices; namely, .

• The span of a collection of vectors is the set of all vectors that can be written as a 
linear combination of the vectors in the collection. For example, the span of the two 
vectors  and  is the set of all vectors expressible in the form 

. This set of vectors represents any vector  
for which . The starting collection of vectors does not have to be linearly 
independent in order for the span to be well-defined. Linear spaces are often 
described by using spans. For example, you might hear someone refer to “the plane 
spanned by vectors  and ,” which simply means the plane containing  and .

• The dimension of a set or a space equals the minimum quantity of “numbers” that 
you would have to specify in order to uniquely identify a member of that set. In 
practice, the dimension is often determined by counting some nominally sufficient 
quantity of numbers and then subtracting the number of independent constraints that 
those numbers must satisfy. For example, ordinary engineering vectors are specified 
by giving three numbers, so they are nominally three dimensional. However, the set 
of all unit vectors is two-dimensional because the three components of a unit vector 

 must satisfy the one constraint, . We later find that an 
engineering “tensor” can be specified in terms of a  matrix, which has nine 
components. Therefore engineering “tensor space” is nine-dimensional. On the other 
hand, the set of all symmetric tensors is six-dimensional because the nine nominal 
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components must obey three constraints ( , , and ). 

• Note that the set of all unit vectors forms a two-dimensional subset of the 3D space 
of ordinary engineering vectors. This 2D subset is curvilinear — each unit vector can 
be regarded as a point on the surface of the unit sphere. Sometimes a subset will be 
flat. For example, the set of all vectors whose first component is zero (with respect to 
some fixed basis) represents a “flat” space (it is the plane formed by the second and 
third coordinate axes). The set of all vectors with all three components being equal is 
geometrically a straight line (pointing in the 111 direction). It is always worthwhile 
spending a bit of time getting a feel for the geometric shape of subsets. If the shape is 
“flat” (e.g. a plane or a straight line), then it is called a linear manifold (defined 
better below). Otherwise it is called curvilinear. If a surface is curved but could be 
“unrolled” into a flat surface or into a line, then the surface is called Euclidean; 
qualitatively, a space is Euclidean if it is always possible to set up a coordinate grid 
covering the space in such a manner that the coordinate grid cells are all equal sized 
squares or cubes. The surface of a cylinder is both curvilinear and Euclidean. By 
contrast, the surface of a sphere is curvilinear and non-Euclidean. Mapping a non-
Euclidean space to Euclidean space will always involve distortions in shape and/or 
size. That’s why maps of the world are always distorted when printed on two-
dimensional sheets of paper.

• If a set is closed under vector addition and scalar multiplication (i.e., if every linear 
combination of set members gives a result that is also in the set), then the set is called 
a linear manifold, or a linear space. Otherwise, the set is curvilinear. The set of 
all unit vectors is a curvilinear space because a linear combination of unit vectors does 
not result in a unit vector. Linear manifolds are like planes that pass through the 
origin, though they might be “hyperplanes,” which is just a fancy word for a plane 
of more than just two dimensions. Linear spaces can also be one-dimensional. Any 
straight line that passes through the origin is a linear manifold.

• Zero must always be a member of a linear manifold, and this fact is often a great place 
to start when considering whether or not a set is a linear space. For example, you can 
assert that the set of unit vectors is not a linear space by simply noting that the zero 
vector is not a unit vector. 

• A plane that does not pass through the origin must not be a linear space. We know this 
simply because such a plane does not contain the zero vector. This kind of plane is 
called an “affine” space. An “affine” space is a set that would become a linear space 
if the origin were to be moved to any single point in the set. For example, the point 

 lies on the straight line defined by the equation, . If you move the 
origin from  to a new location , and introduce a change of 
variables  and , then the equation for this same line described 
with respect to this new origin would become , which does describe a 

T12 T21= T23 T32= T31 T13=

0 b,( ) y mx b+=
O 0 0,( )= O* 0 b,( )=

x* x 0–= y* y b–=
y* mx*=
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linear space. Stated differently, a set  is affine if every member  in that set is 
expressible in the form of a constant vector  plus a vector  that does belong to a 
linear space. Thus, learning about the properties of linear spaces is sufficient to learn 
most of what you need to know about affine spaces.

• Given an n-dimensional linear space, a subset of members of that space is basis if 
every member of the space can be expressed as a linear combination of members of 
the subset. A basis always contains exactly as many members as the dimension of the 
space.

• A “binary” operation is simply a function or transformation that has two arguments. 
For example,  is a binary operation.

• A binary operation  is called “bilinear” if it is linear with respect to each of 
its arguments individually; i.e.,  and 

. Later on, after we introduce the notion 
of tensors, we will find that scalar-valued bilinear functions are always expressible in 
the form , where  is a constant second-order tensor.

• The notation for an ordinary derivative  will, in this book, carry with it several 
implied assumptions. The very act of writing  tells you that  is expressible 
solely as a function of  and that function is differentiable. 

• An “equation” of the form  is not an equation at all. This will be our 
shorthand notation indicating that  is expressible as a function of .

• The notation for a partial derivative  tells you that  is expressible as a 
function of  and something else. A partial derivative is meaningless unless you 
know what the “something else” is. Consider, for example, polar coordinates  and 

 related to Cartesian coordinates  and  by  and . Writing 
 is sloppy. You might suspect that this derivative is holding  constant, but it 

might be that it was really intended to hold  constant. All partial derivatives in this 
book will indicate what variable or variables are being held constant by showing them 
as subscripts. Thus, for example,  is completely different from . 
An exception to this convention exists for derivatives with respect to subscripted 
quantities. If for example, it is known that  is a function of three variables , 
then  should be interpreted to mean .

• An expression  is called an exact differential if there exists a 
function  such that . A necessary and sufficient condition for 
the potential function  to exist is . If so, then it must be true 
that  and . You would integrate these 
equations to determine . Keep in mind that the “constant” of integration with 
respect to  must be a function .
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• IMPORTANT (notation discussion). An identical restatement of the above discussion 
of exact differentials can be given by using different notation where the symbols 

 and  are used instead of  and . Similarly, the symbols  and  can be used 
to denote the functions instead of  and . In ensemble, the collection  can 
be denoted symbolically by . With this change, the previous definition reads as 
follows: An expression  is called an exact differential if and only if 
the following two conditions are met: (1) * and (2) there exists a function 

 such that . If so, then it must be true that , 
which (because  takes values from 1 to 2) represents a set of two equations that may 
be integrated to solve for . A necessary and sufficient condition for the potential 
function  to exist (i.e., for the equations to be integrable) is . 
When using variable symbols that are subscripted as we have done here it is 
understood that partial differentiation with respect to one subscripted quantity holds 
the other subscripted quantity constant. For example, the act of writing  tells 
the reader that  can be written as a function of  and and it is understood that 

 is being held constant in this partial derivative. Recall that, if the equations are 
integrable, then it will be true that . Consequently, the integrability 
condition,  is asserting that  — in 
other words, the mixed partial derivatives must give the same result regardless of the 
order of differentiation. Note that the expression  can be written 
in symbolic (structured) notation as  and the expression  
can be written , where the gradient is taken with respect to . The increment 
in work associated with a force  pushing a block a distance  along a frictional 
surface is an example of a differential form  that is not an exact differential. In 
this case where no potential function exists, but the expression is still like an 
increment, it is good practice to indicate that the expression is not an exact differential 
by writing a “slash” through the “d”, as in ; for easier typesetting, some 
people write . By contrast, the increment in work associated with a force 
force  pushing a block a distance  against a linear spring is an example of a 
differential form  that is an exact differential (the potential function is 

, where  is the spring constant. For the frictional block, the work 
accumulates in a path-dependent manner. For the spring, the work is path-
independent (it only depends on the current value of , not on all the values it might 
have had in the past). By the way, a spring does not have to be linear in order for a 
potential function to exist. The most fundamental requirement is that the force must 
be expressible as a proper function of position — always check this first.

* This expression is not really an equation. It is just a standard way of indicating that each  func-
tion depends on , which means they each can be expressed as functions of  and .
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3. Matrix Analysis (and some matrix calculus)

Tensor analysis is neither a subset nor a superset of matrix analysis — tensor analysis
complements matrix analysis. For the purpose of this book, only the following concepts
are required from matrix analysis:*

Definition of a matrix
A matrix is an ordered array of numbers that are arranged in the form of a “table”

having  rows and  columns. If one of the dimensions (  or ) happens to equal 1,
then the term “vector” is often used, although we prefer the term “array” in order to
avoid confusion with vectors in the physical sense. A matrix is called “square” if .
We will usually typeset matrices in plain text with brackets such as . Much later in this
document, we will define the term “tensor” and we will denote tensors by a bold symbol
with two under-tildes, such as . We will further find that each tensor can be described
through the use of an associated  matrix of components, and we will denote the
matrix associated with a tensor by simply surrounding the tensor in square brackets, such
as  or sometimes just  if the context is clear. 

For matrices of dimension , we also use braces, as in ; namely, if , then

 (3.1)

For matrices of dimension , we use angled brackets ; Thus, if , then

 (3.2)

If attention must be called to the dimensions of a matrix, then they will be shown as
subscripts, for example, . The number residing in the  row and  column of

 will be denoted .

* Among the references listed in our bibliography, we recommend the following for additional read-
ing: Refs. 26, 23, 1, 36. For quick reference, just about any Schaum’s outline or CRC handbook 
will be helpful too.

“There are a thousand hacking at the branches 
of evil to one who is striking at the root.” 

— Henry Thoreau 

N M N M

M=N
A[ ]

A
˜̃ 3 3×

A
˜̃

[ ] A[ ]

N 1× v{ } N=3

v{ }
v1

v2

v3

=

1 M× <v> M=3

<v> v1 v2 v3, ,[ ]=

A[ ]M N× ith jth

A[ ] Aij
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Component matrices associated with vectors and tensors 
(notation explanation)

In this book, vectors will be typeset in bold with one single “under-tilde” (for
example, ) and the associated three components of the vector with respect to some
implicitly understood basis will be denoted  or , depending on whether those
components are collected into a column or row matrix, respectively. Similarly, second-
order tensors (to be defined later) will be denoted in bold with two under-tildes (for exam-
ple ). Tensors are often described in terms of an associated  matrix, which we will
denote by placing square brackets around the tensor symbol (for example,  would
denote the matrix associated with the tensor ). As was the case with vectors, the matrix
of components is presumed referenced to some mutually understood underlying basis —
changing the basis will not change the tensor , but it will change its associated matrix

. These comments will make more sense later.

The matrix product
The matrix product of  times  is a new matrix  written

 (3.3)

Explicitly showing the dimensions,

 (3.4)

Note that the dimension  must be common to both matrices on the right-hand side of this
equation, and this common dimension must reside at the “abutting” position (the trailing
dimension of  must equal the leading dimension of )

The matrix product operation is defined 

, 

where  takes values from 1 to ,
and  takes values from 1 to .  (3.5)

The summation over  ranges from 1 to the common dimension, . Each individual com-
ponent  is simply the product of the  row of  with the  column of , which
is the mindset most people use when actually computing matrix products.

SPECIAL CASE: a matrix times an array. As a special case, suppose that  is
a square matrix of dimension . Suppose that  is an array (i.e., column matrix) of
dimension . Then

 (3.6)

v
˜ v

˜
{ } <v

˜
>

T
˜̃

3 3×
T
˜̃
[ ]

T
˜̃

T
˜̃T

˜̃
[ ]

A[ ]M R× B[ ]R N× C[ ]M N×

C[ ] A[ ] B[ ]=

C[ ]
M N×

A[ ]
M R×

B[ ]
R N×

=

R

A[ ] B[ ]

Cij AikBkj

k 1=

R

∑=

i M
j N

k R
Cij ith A[ ] jth B[ ]

F[ ]
N N× v{ }

N 1×

u{ } F[ ] v{ }=
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must be an array of dimension  with components given by

, where  takes values from 1 to  (3.7)

SPECIAL CASE: inner product of two arrays. 
As another special case, suppose the dimensions  and  in Eq. (3.5) both equal 1.

Now we are talking about the matrix product of two arrays. Then the free indices  and 
in Eq. (3.5) simply range from 1 to 1 giving the result

If  and ,  (3.8)

When working with matrices with only one row or only one column, recall that explicit
mention of the “1” in the index formulas is usually omitted. Also,  matrices (like the
matrix  in this case) are typeset without showing any subscripts at all. Consequently
this result would be written

 (3.9)

In other words, this array “inner product” simply sums over every product of correspond-
ing components from each array. This array inner product is called the “dot” product in 3D
engineering vector analysis. When  and  are arrays, this inner product will often
be seen written using array notation as

 or  (3.10)

SPECIAL CASE: outer product of two arrays. 
As a very different special case, suppose that the common dimension  equals 1. Then

the matrices in Eq. (3.5) again get treated and typeset as arrays instead of matrices but this
time, the summation over  becomes trivial (there is only one term in the sum, so there
isn’t really a sum at all). Specifically

If , then Eq. (3.5) becomes simply 

where  takes values from 1 to ,
and  takes values from 1 to .  (3.11)

Unlike the inner product which produces a single number, this “outer product” multiplies
to arrays together to obtain a matrix. When  and  are arrays, this outer product
will often be seen written using array notation as

 or  (3.12)

EXAMPLE:  Consider two arrays:

N 1×

ui Fikvk

k 1=

N

∑= i N

M N
i j

M 1= N 1= C11 A1kBk1

k 1=

R

∑=

1 1×
C[ ]

C AkBk

k 1=

R

∑=

A{ } B{ }

A{ }T B{ } <A> B{ }

R

R

R 1=

Cij AiBj=

i M
j N

A{ } B{ }

A{ } B{ }T A{ }<B>
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and  (3.13)

The inner product between  and  is

 (3.14)

This also equals the inner product between  and  because the inner product is
commutative. The inner product is just a single number.

Now consider the outer product, which results in a full matrix and is not commutative.
The outer product between  and  is

 (3.15)

The outer product between  and  is

 (3.16)

Note that the resulting outer product matrices are not equal (they differ by a transpose), so
the outer product is not commutative. Outer products play a pivotal role in tensor analysis
because they are related to dyads, which are primitive kinds of tensors. The component
arrays for the base vectors in vector analysis are

 (3.17)

Note that the inner product between a base vector and itself equals 1, and the inner product
between a base vector and any of the other two different base vectors equals zero. Later
on, we will use the notation  to denote the outer product, , of the “ ”
base vector with the “ ” base vector. The result will be that  is a  matrix that
has zeros everywhere except for a 1 in the  location. For example,

<u> 1 3– 4= <v> 2 5 7–=

u{ } v{ }

<u> v{ } 1 3– 4
2
5
7–

1( ) 2( ) 3–( ) 5( ) 4( ) 7–( )+ + 41–= = =

v{ } u{ }

u{ } v{ }

u{ }<v>
1
3–

4
2 5 7–

1( ) 2( ) 1( ) 5( ) 1( ) 7–( )
3–( ) 2( ) 3–( ) 5( ) 3–( ) 7–( )

4( ) 2( ) 4( ) 5( ) 4( ) 7–( )

2 5 7–
6– 15– 21

8 20 28–

= = =

v{ } u{ }

v{ }<u>
2
5
7–

1 3– 4
2( ) 1( ) 2( ) 3–( ) 2( ) 4( )
5( ) 1( ) 5( ) 3–( ) 5( ) 4( )
7–( ) 1( ) 7–( ) 3–( ) 7–( ) 4( )

2 6– 8
5 15– 20
7– 21 28–

= = =

<e
˜1> 1 0 0=

<e
˜2> 0 1 0=

<e
˜3> 0 0 1=

e
˜ ie˜ j[ ] e

˜ i{ }<e
˜ j> ith

jth e
˜ ie˜ j[ ] 3 3×

ij
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 (3.18)

The Kronecker delta
The Kronecker delta is a symbol  whose value depends on the subscripts  and .

Specifically,

 (3.19)

The identity matrix
The identity matrix, denoted , has all zero components except 1 on the diagonal.

For example, the  identity is

 (3.20)

The  component of the identity is given by Kronecker delta, . That is, recalling
Eq. (3.19),

 (3.21)

Note that, for any array 

 (3.22)

In component form, this equation is written

 (3.23)

This represents a set of three equations. The “free index”  takes the values 1, 2, and 3.

By the way, referring to Eq. (3.18), note that

e
˜1e

˜1[ ]
1 0 0
0 0 0
0 0 0

= e
˜1e

˜2[ ]
0 1 0
0 0 0
0 0 0

= e
˜1e

˜3[ ]
0 0 1
0 0 0
0 0 0

=

e
˜2e

˜1[ ]
0 0 0
1 0 0
0 0 0

= e
˜2e

˜2[ ]
0 0 0
0 1 0
0 0 0

= e
˜2e

˜3[ ]
0 0 0
0 0 1
0 0 0

=

e
˜3e

˜1[ ]
0 0 0
0 0 0
1 0 0

= e
˜3e

˜2[ ]
0 0 0
0 0 0
0 1 0

= e
˜3e

˜3[ ]
0 0 0
0 0 0
0 0 1

=

δij i j

δij
1  if  i=j
0  if  i j≠




=

I[ ]
3 3×

I[ ]
1 0 0
0 1 0
0 0 1

=

ij δij

δ11 δ12 δ13

δ21 δ22 δ23

δ31 δ32 δ33

1 0 0
0 1 0
0 0 1

=

v{ }

I[ ] v{ } v{ }=

δikvk

k 1=

3

∑ vi=

i
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 (3.24)

Equivalently, note that

 (3.25)

Derivatives of vector and matrix expressions
Junior-high-school students learn about simple functions of a single variable such as

 or or . In calculus, they learn how to differentiate these func-
tions. Eventually students begin working with functions (and even families of functions)
of more than one variable such as , , and . Differentiating
functions of more than one variable requires the chain rule for partial differentiation. In
physical applications, two or more of the independent variables might be so intimately
related to each other (e.g., perhaps they are the three components of a velocity vector) that
it works better to denote them by the same symbol distinguishing between them only by
numbered subscripts, such as .

SIDEBAR (functional dependence structure rule). When working with a small number
of variables, the structure  is a conventional way to communicate to readers
that y is a function of x. However, serious scientific research often requires simulta-
neous processing of so many different variables that giving up a new letter of the
alphabet ( ) merely to indicate that  depends on  is not feasible. Consequently sci-
entists frequently use the structure  to mean “y is a variable that is express-
ible as a function of x.” Of course, if the focus of a discussion is aimed on the function
itself (rather than on simply indicating dependencies), the function should be denoted
by a symbol that differs from its output. Many times, you might see something like

, but using the hat would preclude your using it to denote something else later
on. Those of us who are running extremely short on available letters of the alphabet
don’t even want to add “hat” decorations or other diacritical marks to denote functions
— we need the hats and other marks to denote additional distinct variables.

In calculus classes, students learn that the chain rule may be used to find, say, the time
derivative of a function  to give , where the superimposed dot denotes
the time rate. In more complicated applications, one must often deal simultaneously with
families of variables that might themselves depend on some other family of independent
variables. You might, for example, be working with a set of equations of the form

 (3.26)

 (3.27)

In this case, the time derivative is obtained via the chain rule to give

 (3.28)

 (3.29)

I[ ] e
˜1e

˜1[ ] e
˜2e

˜2[ ] e
˜3e

˜3[ ]+ +=

I[ ] δij e
˜ ie˜ j[ ]

j 1=

3

∑
i 1=

3

∑=

y x2= y xln= y xsin=

y uew= s u w+= r u w⁄=

v1 v2 v3, ,

y f x( )=

f y x
y y x( )=

y ŷ x( )=

y y x( )= y· dy
dx
------x·=

y1 y1 x1 x2 x3, ,( )=

y2 y2 x1 x2 x3, ,( )=

y·1
∂y1
∂x1
-------- 
  x·1

∂y1
∂x2
-------- 
  x·2

∂y1
∂x3
-------- 
  x·3+ +=

y·2
∂y2
∂x1
-------- 
  x·1

∂y2
∂x2
-------- 
  x·2

∂y2
∂x3
-------- 
  x·3+ +=
26
Copyright is reserved. Individual copies may be made for personal use. No part of this document may be reproduced for profit.



September 4, 2003 5:24 pm
Matrix Analysis (and some matrix calculus)

D R A F TR e b e c c a  B r a n n n
o
SIDEBAR (structure rule for partial differentiation): Any derivative with respect to a
member of a subscripted family of variables (in this case, , , and ), is under-
stood to be taken holding the remaining members of that family constant. If a function
depends additionally on other quantities, then the fact that they are being held con-
stant must be noted explicitly by showing them as a subscript. If, for example,

, the derivative of  with respect to  would be written
, where  is a shorthand “ensemble” representation for the three  vari-

ables.

The use of subscripts to demark different variables is especially convenient because the
above two equations can be written compactly as 

, where the free index  takes values 1 and 2.  (3.30)

Whenever you encounter a new function or transformation, it is a good idea to immedi-
ately note the derivative of that function because you will undoubtedly later need it for
rate equations. Consequently, throughout this book, we will often cite derivatives for any
new function that we introduce. To illustrate, we will now discuss derivatives of sub-
scripted quantities with respect to themselves.

Derivative of an array with respect to itself
“Everyone” knows that . In other words, the derivative of a number with

respect to itself equals unity.* If  then . What is the generalization of
this statement for an array of numbers? Specifically, we have , or written out in less
cryptic (non-ensemble) form:

 (3.31a)

 (3.31b)

 (3.31b)

This relationship can be regarded as the identity transformation in which a three compo-
nent array  identically equals another array .

Then, trivially,

 (3.32a)

 (3.32b)

 (3.32c)

This result can be written compactly as , or, since ,

* The word “unity” is less snobbishly known as the number “one” or more snobbishly as the multipli-
cative “identity”. Actually “unity” is a better choice than “one” despite sounding pompous because 
phrases like “the result is one” leaves readers asking “one what?”

x1 x2 x3

z z x1 x2 x3 s r u1 u2 u3, , , , , , ,( )= z x2∂z
∂x2
-------- 
 

s r u
˜

, ,
u
˜

uk

y· i
∂yi
∂xj
------- 
  x· j

j 1=

3

∑= i

dx dx⁄ 1=
y x= dy dx⁄ 1=

y x=

y1 x1=
y2 x2=
y3 x3=

<y> <x>

∂y1
∂x1
-------- 1=

∂y1
∂x2
-------- 0=

∂y1
∂x3
-------- 0=

∂y2
∂x1
-------- 0=

∂y2
∂x2
-------- 1=

∂y2
∂x3
-------- 0=

∂y3
∂x1
-------- 0=

∂y3
∂x2
-------- 0=

∂y3
∂x3
-------- 1=

∂yi
∂xj
------- δij= yi xi=
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 (3.33)

This is the array analog of the scalar identity, . Later on, when we introduce
direct structural notation, the above result will be written*

 (3.34)

Throughout this book, we will be defining various operations that take scalars, arrays,
or matrices as input to construct some new scalar, array, or matrix as output. (The above
trivial example was the identity operation. It took an array  and spit  right back
out as output.) Knowing that derivatives of operations will eventually be needed, we will
attempt to wrap up every discussion of new operations by giving you the expression for
the function’s derivative in both index and structured notation. The calculus machinery
needed to prove the derivatives will not be discussed until Chapter 21 on page 251, so you
should just consider the derivatives to be provided for future reference without proof.

Derivative of a matrix with respect to itself
Suppose we have an  matrix . Performing an analysis similar to what was

done above, we can assert that the derivative of  with respect to  (holding the other
components constant) will be zero unless the subscripts on  are exactly the same as
those on , in which case the result would equal 1. In order for  to equal , you
must have  and . Therefore, we can assert that

, 

where i and m range from 1 to N
and j and n range from 1 to M.  (3.35)

Later on, when subscripts always range from 1 to 3 for vectors and tensors, this result will
be cast into a new (structured) notation as

,  (3.36)

where  will be shown to equal a fourth-order identity tensor.

* To understand why we used “ ” in Eq. (3.33) but “d” in (3.34), see the discussion on page 266.

∂xi
∂xj
------- δij=

dx dx⁄ 1=

∂

dx
˜dx
˜

------ I
˜̃

=

<x> <x>

N M× A[ ]
Aij Amn

Aij
Amn ij mn

i=m j=n

∂Aij
∂Amn
------------ δimδjn=

∂A
˜̃

∂A
˜̃

------- δ
˜̃̃̃

=

δ
˜̃̃̃
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The transpose of a matrix
The transpose of a matrix  is a new matrix  (note the reversed dimen-

sions). The components of the transpose are

where  takes values from 1 to ,
and  takes values from 1 to .  (3.37)

The transpose of  is written as , and the notation  means the  component of
. Thus, the above equation may be written

where  takes values from 1 to ,
and  takes values from 1 to .  (3.38)

The dimensions of  and  are reverses of each other. Thus, for example, if  is
an  matrix, then  is a  matrix. In other words,

 and  (3.39)

The transpose of a product is the reverse product of the transposes. For example,

, and
 (3.40)

Derivative of the transpose: 

 (3.41)

The inner product of two column matrices
The inner product of two column matrices,  and , each having the

same dimension is defined

, or, using the angled-bracket notation,  (3.42)

Applying the definition of matrix multiplication, the result is a  matrix (which is just
a single number) given by

 (3.43)

A[ ]
M N×

B[ ]
N M×

Bij Aji=
i N

j M

A[ ] A[ ]T Aij
T ij

A[ ]T

Aij
T Aji=

i N
j M

A[ ] A[ ]T v{ }
N 1× v{ }T 1 N×

v{ }T <v>= <v>T v{ }=

A[ ] B[ ]( )T B[ ]T A[ ]T=
<v> A[ ]( )T A[ ]T<v>T A[ ]T v{ }= =

∂Aij
T

∂Ars
---------- δisδjr=

v{ }
N 1×

w{ }
N 1×

v{ }T w{ } <v> w{ }

1 1×

vkwk

k 1=

N

∑

29
Copyright is reserved. Individual copies may be made for personal use. No part of this document may be reproduced for profit.



September 4, 2003 5:24 pm
Matrix Analysis (and some matrix calculus)D R A F T

R e c c a  B r a n n o n

e b
If  and  contain components of two vectors  and  then the inner product gives
the same result as the vector “dot” product , defined later. Noting that the above rela-
tionship treats the components of  and  in precisely the same way — the result is
unchanged if these two arrays are swapped. However, the notation of Eq. (3.42) makes it
look as though  and  play different roles because one of them has a transpose and
the other does not. Thus, you might see use of alternative notations for the inner product
that are more “equitable” looking such as

 (3.44)

Here, the raised star (*) is being used as a new operator symbol — a structure. Later on,
when dealing with vectors instead of arrays, we use a raised dot for the inner product (as in

). Many people like to use a raised dot to denote any inner product regardless of the
nature of the operand, but we will use the raised dot only for inner products between vec-
tors. Different symbols will be later defined for different kinds of operands.

Derivatives of the inner product:  The inner product is a binary operation (i.e., it
has two arguments,  and . Thus, we can discuss formulas for partial derivatives
with respect to one argument, holding the other constant:

 (3.45)

similarly,

 (3.46)

In direct (structured) notation, this result will later be written as

 and  (3.47)

As a special case, consider the case that both arrays are the same. In this case where
, it isn’t possible to take the derivative with respect to  while holding

 constant. Since  equals , it must vary whenever  varies, so let’s work
this one out from scratch:

 (3.48)

This result is analogous to the simple scalar equation . In structured vector
notation,

v{ } w{ } v
˜

w
˜v

˜
w
˜

•
v{ } w{ }

v{ } w{ }

v{ }* w{ } w{ }* v{ } vkwk

k 1=

N

∑= =

v
˜

w
˜

•

v{ } w{ }

∂ v{ }* w{ }( )
∂vi
------------------------------- ∂

∂vi
------- vkwk

k 1=

N

∑
 
 
 
 

δkiwk

k 1=

N

∑ wi= = =

∂ v{ }* w{ }( )
∂wi
------------------------------- ∂

∂wi
-------- vkwk

k 1=

N

∑
 
 
 
 

vkδki

k 1=

N

∑ vi= = =

∂ v
˜

w
˜

•( )
∂v

˜
-------------------- w

˜
= ∂ v

˜
w
˜

•( )
∂w

˜
-------------------- v

˜
=

v{ } w{ }= v{ }
w{ } w{ } v}{ } v{ }

∂ v{ }* v{ }( )
∂vi
------------------------------ ∂

∂vi
------- vkvk

k 1=

N

∑
 
 
 
 

δkivk vkδki+( )

k 1=

N

∑ 2vi= = =

dx2 dx⁄ 2x=
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 (3.49)

To understand why we used “d” instead of “ ” in this equation, refer to the “sidebar” on
page 266.

The outer product of two column matrices.
The outer product of two column matrices,  and , not necessarily of

the same dimension is defined

, or, using the angled-bracket notation,  (3.50)

For this case, the value of the “adjacent” dimension  in Eq. (3.5) is just 1, so the summa-
tion ranges from 1 to 1 (which means that it is just a solitary term).

The result of the outer product is an  matrix, whose  component is given by
. If  and  contain components of two vectors  and  then the outer product

gives the matrix corresponding to the “dyadic” product,  (also often denoted ), to
be discussed in gory detail later.

The trace of a square matrix
A matrix  is called “square” because it has as many rows as it has columns.

The trace of a square matrix is simply the sum of the diagonal components:

 (3.51)

The trace operation satisfies the following properties:

 (3.52)

 (cyclic property)  (3.53)

Derivative of the trace. The trace of a matrix is a function of the matrix’s compo-
nents. If, for example,  is a  matrix, then

 (3.54)

Therefore

, , etc.  (3.55)

Note that the derivative of  with respect to  equals 1 if  and 0 if . This is
precisely the definition of the Kronecker delta in Eq. (A.3.19). Thus,

 (3.56)

d v
˜

v
˜

•( )
dv

˜
------------------- 2v

˜
=

∂

a{ }
M 1×

b{ }
N 1×

a{ } b{ }T a{ }<b>
R

M N× ij
aibj a{ } b{ } a

˜
b
˜a

˜
b
˜

a
˜

b
˜

⊗

A[ ]N N×

tr A[ ] p Akk

k 1=

N

∑=

tr A[ ]T( ) tr A[ ]=

tr A[ ] B[ ]( ) tr B[ ] A[ ]( )=
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This result holds regardless of the size of the matrix. In structured tensor notation, this
result is written

 (3.57)

Note the distinction between Eq. (3.56) and (3.35); in one case we are differentiating the
trace of a matrix with respect to the matrix, while, in the other case, we are differentiating
the matrix itself with respect to itself. In Eq. (3.56) the result is the second-order identity
(two free indices), whereas, in Eq. (3.35), the result is the fourth-order identity (four free
indices).

The matrix inner product
Given two matrices  and  of the same class (i.e., having the same

dimensions), the matrix inner product is a scalar obtained by summing terms in which
each component of  multiplied by the corresponding component of . Stated more
explicitly, the matrix inner product (which we will denote using “*” as the operator sym-
bol) is given by

 (3.58)

Note that this is identical to 

 (3.59)

Of course, if the second dimension  happens to equal 1, then this matrix inner product
becomes identical to the inner product defined in Eq. (3.44) for arrays.

Later on, after we define what is meant by the term “tensor”, we will find that ordinary
engineering tensors can be described via  component matrices, in much the same
way that a vector  can be described by a  component array. If  and  contain
components of two second-order tensors  and  then the matrix inner product gives the
same result as what we will later refer to as the tensor “double dot” product , and the
specialization of Eq. (3.58) using tensor notation is 

 (3.60)

Just as the dot product  between two vectors tells you something about the angle
between those vectors, the double-dot product between two tensors also tells about the
degree of alignment between them. 

Derivative of the matrix inner product. In analog to Eqs. (3.45) through (3.47),
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 and  (3.61)

 and  (3.62)

In analog to Eq. (3.49), 

 (3.63)

Magnitudes and positivity property of the inner product
The “magnitude” of a matrix* is given by

 (3.64)

or

 (3.65)

Note that the positive square root must be taken. This equation is analogous to the ordi-
nary scalar equation, . Just as the operation  gives you the magnitude
of a vector, the operation  gives the magnitude of a tensor:

 (3.66)

Careful readers should be asking themselves: How can we be sure that we won’t be
trying to take the square root of a negative number? The answer is simple. Recalling our
previous statement that all vectors, matrices, and tensors in this book are presumed to have
real components unless otherwise indicated, you know that every term in the summation
in Eq. (3.66) is the square of a real number†. Hence, the final result for the summation in
Eq. (3.66) will not be negative. Taking the positive square root gives a positive real value
for the tensor’s magnitude. 

* Also called the  norm.
† When dealing with matrices whose components might be complex, the definition of the inner prod-

uct needs to be modified to be , where the overbar denotes the complex con-
jugate. When this modification is made, each term in the operation  becomes of the form 

 which will be a nonnegative real number. The notation, , which represents the trans-
pose of the conjugate (or, equivalently, the conjugate of the transpose) is commonly referred to as 
the “Hermitian” and is denoted . Throughout this book, whenever you see a transpose opera-
tion, it is likely that the equation will generalize to complex components by replacing the transpose 
with the Hermitian — this rule-of-thumb is not absolute, so you should always double check 
against fully developed complex linear algebra textbooks.
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The ability to use the inner product to compute a magnitude of a tensor (or matrix) is
pivotal in the very special and carefully crafted mathematician’s definition of “inner prod-
uct.” Among the required properties of the inner product, the most important is positiv-
ity, which says that the inner product of a matrix with itself must result in a positive
number (or zero if and only if the matrix itself is zero).

Derivative of the magnitude. By the chain rule, using Eq. (3.63),

 (3.67)

or

 (3.68)

The version of this equation that applies to vectors is

 (3.69)

Physically, this shows that the derivative of the magnitude of a vector  with respect to the
vector itself simply equals a unit vector in the direction of .

Norms. Let  be a real number. Consider the following summation in which each com-
ponent of a matrix is raised to the power , with the final result raised to the power .

 (3.70)

This expression is called the “Lk-norm” of the matrix, and it applies to arrays (i.e., 
matrices) as a special case. Note that Eq. (3.65) is the  norm. 

As  becomes larger in Eq. (3.70), the  components that are largest in absolute
value compared to the other components become even larger relative to the other compo-
nents when raised to large values of the  exponent. In the limit as , the largest
component of  “swamps out” all of the other components in the summation, so that
after raising the sum to the power , it can be shown that the “ -norm” produces is
given by the absolute value of this dominant component:

 (3.71)

Although this and the other  norms are interesting and useful for matrix analysis, it
turns out that they are not of much use in vector and tensor analysis. The reason revolves
around a concept called “basis invariance.” In vector analysis, the components of a vector

 are frequently assembled into a  array . The  norm of this array
would be simply . However, the components of a vector depend on
your choice of basis. The components of the same vector  will have different values with
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respect some other choice of basis. The max component in one basis will not generally
equal the max component in a different basis, so we say that the  norm is not invariant
under basis transformations for vectors. In general the only  norm that does give the
same result regardless of the basis used for vectors (and tensors) is the -norm. Hence
for vector and tensor analysis, only the  norm (or its weighted generalization described
below) is of interest.

Weighted or “energy” norms. Let  denote a square positive-definite 
matrix.* Then the weighted or energy norm of any vector  is defined

 (3.72)

The reason for the moniker “energy” should be clear because of the similarity that this
equation has with the equation for kinetic energy  for a single particle of mass 
moving with speed . As a matter of fact, the expression  can be written in exactly
the form of Eq. (3.72) by taking . In mechanics, the total kinetic energy of a
rigid body is , where  contains the components of the angular veloc-
ity vector and  is the rotational moment of inertia of the body about the axis of rota-
tion, which can be proved to be positive definite.

Note that ordinary  norm of a vector is merely a special case of the more general
weighted or energy norm of Eq. (3.72) obtained by setting . Weighted norms
can also be generalized to apply to matrices, as we will see in later discussions of material
constitutive modeling.

Derivative of the energy norm. In component form, Eq. (3.72) may be written

 (3.73)

from which it follows that 

 (3.74)

The above equations apply to the square of the energy norm. The derivative of the energy
norm itself is

 (3.75)

* By “positive definite” we mean it satisfies the condition that  for all  arrays 
 and  except, of course, arrays containing all zeros. See page 47 for details.
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The 3D permutation symbol
The 3D permutation symbol (also known as the alternating symbol or the Levi-

Civita density) is defined

 (3.76)

For example, , , and . Note that the indices on  may be per-
muted cyclically without changing the value of the result. Furthermore, inverting any two
indices will change the sign of the value. Thus, the permutation symbol has the following
properties:

 (3.77)

The term “3D” is used to indicate that there are three subscripts on  each of which take
on values from 1 to 3. *

The ε-δ (E-delta) identity
If the alternating symbol is multiplied by another alternating symbol with exactly one

index being summed, a very famous and extraordinarily useful result, called the ε-δ iden-
tity, applies. Namely,

.  (3.78)

Here, we have highlighted the index “n” in red to emphasize that it is summed, while the
other indices (i, j, k, and l) are “free” indices taking on values from 1 to 3. Later on, we are
going to introduce the “summation convention” which states that expressions having one
index appearing exactly twice in a term should be understood summed over from 1 to 3
over that index. Index symbols that appear exactly once in one term are called “free indi-
ces,” taking values from 1 to 3, and they must appear exactly once in all of the other terms.
Using this convention, the above equation can be written as

.  (3.79)

* Though not needed for our purposes, the 2D permutation symbol  is defined to equal zero if , 
+1 if , and  if . The 4D permutation symbol  is defined to equal zero if any of 
the four indices are equal; it is +1 if  is an even permutation of  and  if  is an odd 
permutation. A permutation is simply a rearrangement. The permutation  is even if rearranging 
it back to  can be accomplished by an even number of moves that exchange two elements at a 
time. A cyclic permutation of an n-D permutation symbol will change sign if  is even, but remain 
unchanged if  is odd. Thus, for our 3D permutation symbol, cyclic permutations don’t change 
sign, whereas cyclic permutations of the 4D permutation symbol will change sign.

εijk
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Because of the cyclic properties of the permutation symbol, the ε-δ identity applies

whenever any index on the first ε matches any index on the second ε. For example, the
above equation would apply to the expression  because . The negative
of the ε-δ identity would also apply to the expression  because . Of
course, if a negative permutation is also required to place the summation index at the end
of the second ε, then the positive of the ε-δ identity would again apply. 

To make an expression fit the index structure of Eq. (3.78), most people laboriously
apply the cyclic property to each alternating symbol until the summed index is located at
the trailing side on both of them. Keeping track of whether or not these manipulations will
require changing the final sign of the right hand side of the ε-δ identity is one of the most
common and avoidable careless mistakes made when people use this identity. Even once
the summation index has been properly positioned at the trailing end of each alternating
symbol, most people then apply a slow (and again error-prone) process of figuring out
where the free indices go. Typically people apply a “left-right/outside-inside” rule. By
this, we mean that the free indices on the left sides of  and  are the indices that go
on the first δ, then the right free indices go on the second δ, then the outer free indices go
on the third δ, and (finally) the inner free indices go on the last δ. The good news is... you
don’t have to do it this way! By thinking about the ε-δ identity in a completely differ-
ent way, you can avoid both the initial rearrangement of the indices on the alternating
symbols and the slow left-right-out-in placement of the indices. Let’s suppose you want to
apply the ε-δ identity to the expression . First write a “skeleton” of the identity as
follows

 (3.80)

Our goal is to find a rapid and error-minimizing way to fill in the question marks with the
correct index symbols. Once you have written the skeleton, look at the left-hand side to
identify which index is summed. In this case, it is the index . Next say out loud the four
free indices in an order defined by “cyclically moving forward from the summed index” on
each alternating symbol. Each alternating symbol has two free indices. To call out their
names by moving cyclically forward, you simply say the name of the two indices to the
right of the summed index, wrapping back around to the beginning if necessary. For
example, the two indices cyclically forward from “p” in the sequence “pqr” are “qr”; the
two indices cyclically forward from “q” are “rp”; the two indices forward from “r” are
“pq”. For the first alternating symbol in the skeleton of Eq. (3.80), the two indices cycli-
cally forward from the summed index i are “mk” whereas the two indices cyclically for-
ward from i in the second alternating symbol are “np”. You can identify these pairs
quickly without ever having to rearrange anything, and you can (in your head) group the
pairs together to obtain a sequence of four free indices “mknp”. The final step is to write
these four indices onto the skeleton. If the indices are ordered 1234, then you should write
the first two indices (first and second) on the skeleton like this

 (3.81)

εnijεkln εnij εijn=
εinjεkln εinj εijn–=

εijn εkln

εimkεpin

εimkεpin δ??δ?? δ??δ??–=

i

δ1?δ2? δ1?δ2?–
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You write the last pair (third and fourth) in order (34) on the first term and in reverse order
(43) on the last term:

 (3.82)

Thus, for example, to place the free indices “mknp” onto the Kronecker deltas in Eq.
(3.80), you would first take care of the “mk” by writing

 (3.83)

Then you just finish off with the last two “np” free indices by writing them first in that
order on the first term and in reverse order on the second term to obtain the final result:

.  (3.84)

This may seem a bit strange at first (especially if you are already stuck in the left-right-
outer-inner mind set), but this method is far quicker and less error-prone. Give it a try until
you become comfortable with it, and you probably won’t dream of going back to your old
way.

The ε-δ (E-delta) identity with multiple summed indices
Recall that the  identity is given by

.  (3.85)

What happens if you now consider the case of two alternating symbols multiplied side-by-
side with two indices being summed? This question is equivalent to throwing a summation
around the above equation in such a manner that you add up only those terms for which

. Then

=  – 
=
=  (3.86)

Note that we simplified the first term by noting that . The second
term was simplified by noting that  will be zero if  or it will equal

 if . Thus, it must be simply . 

Using similar logic, the  identity with all indices summed is equivalent to setting
 in the above equation, summing over each instance so that the result is six. To sum-

marize using the summation conventions,

 (3.87)
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 (3.88)

Determinant of a square matrix
The simplest way to explain what is meant by a determinant is to define it recursively.

In this section, we show how the determinant of a  matrix can be alternatively
defined by using the three-dimensional permutation symbol of Eq. (3.76).

A  matrix is just a single number. The determinant of a  matrix is defined to
equal its solitary component. Thus,

 (3.89)

The determinant of a  matrix is defined by

 (3.90)

The determinant of a  matrix is defined by

≡
–  (3.91)

Note that we have arranged this formula such that the first indices in each factor are 123.
For the positive terms, the second indices are all the positive permutations of 123.
Namely: 123, 231, and 312. For the negative terms, the second indices are all the negative
permutations of 123. Namely: 321, 132, and 213. This relationship may be written com-
pactly by using the permutation symbol  from Eq. (3.76). Namely, if  is a 
matrix, then

 (3.92)

This definition can be extended to square matrices of arbitrarily large dimension by using
the n-dimensional permutation symbol (see footnote on page 36). Alternatively, for square
matrices of arbitrarily large dimension, the determinant can be defined recursively as
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 (no implied summation on index )  (3.93)

where  is a free index taking any convenient value from 1 to  (any choice for  will
give the same result). The quantity  is called the “cofactor” of , and it is defined
by

 (3.94)

Here  is the submatrix obtained by striking out the  row and  column of .
The determinant of  is called the “minor” associated with . By virtue of the

, the cofactor component  is often called the “signed minor.” Further details
about cofactors, including examples of how to compute them for  and  matrices
are given on page 42. The formula in Eq. (3.93) is almost never used in numerical calcula-
tions because it requires too many multiplications,* but it frequently shows up in theoreti-
cal analyses.

The index  in Eq. (3.94) may be chosen for convenience (usually a row with several
zeros is chosen to minimize the number of sub-determinants that must be computed). The
above definition is recursive because  is defined in terms of smaller

 determinants, which may in turn be expressed in terms of
 determinants, and so on until the determinant is expressed in terms of

only  determinants, for which the determinant is defined in Eq. (3.89). As an exam-
ple, consider using Eq. (3.93) to compute the determinant of a  matrix. Choosing

, Eq. (3.93) gives

,  (3.95)

Alternatively choosing , Eq. (3.93) gives

,  (3.96)

After using Eq. (3.90) to compute the  submatrices, both of the above expressions
give the same final result as Eq. (3.91).

* Specifically, for large values of the dimension , the number of multiplications required to evalu-
ate the determinant using Crammer’s rule (as Eq. 3.93 is sometimes called) approaches , 
where e is the base of the natural logarithm. An ordinary personal computer would require a few 
million years to compute a  determinant using Cramer’s rule! Far more efficient decomposi-
tion methods [__] can be used to compute determinants of large matrices.
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Some key properties of the determinant are listed below:

 (3.97)

 (3.98)

 (3.99)

 (3.100)

If  is obtained by swapping two rows (or two columns) of , 
then .  (3.101)

If any row of  can be written as a linear combination of the other rows, then 
. A special case is that  if any two rows of  are 

equal.  (3.102)

For  determinants, the last two properties allow us to generalize Eq. (3.92) to read

 (3.103)

or, using the summation convention in which repeated indices are understood to be
summed (and, for clarity, now shown in red),

 (3.104)

This expression is frequently cited in continuum mechanics textbooks as the indicial defi-
nition of the determinant of a  matrix. Multiplying the above formula by  and
summing over   and  (and using Eq. 3.88) reveals that 

 (3.105)

Here, there are implied summations over the indices i,j,k,p,q, and r. If it were expanded
out, the above expression would contain 729 terms, so it is obviously not used to actually
compute the determinant. However, it is not at all uncommon for expressions like this to
show up in analytical analysis, and it is therefore essential for the analyst to recognize that
the right-hand-side simplifies so compactly.

Incidentally, note that

 (3.106)

det A[ ]T( ) det A[ ]=

det A[ ] B[ ]( ) det A[ ]( ) det B[ ]( )=

det α A[ ]N N×( ) αNdet A[ ]=

det A[ ] 1–( ) 1
det A[ ]
----------------=

B[ ] A[ ]
det B[ ] det A[ ]–=

A[ ]
det A[ ]=0 det A[ ]=0 A[ ]

3 3×

εpqrdet A[ ] εijkApiAqjArk

k 1=

3

∑
j 1=

3

∑
i 1=

3

∑=

εpqrdet A[ ] εijkApiAqjArk=

3 3× εpqr
p q r

det A[ ] 1
6
---εpqrApiAqjArkεijk=

εijkεpqr det
δip δiq δir

δjp δjq δjr

δkp δkq δkr

=
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If any two columns or rows are interchanged, the sign of this determinant is reversed, con-
sistent with the cyclic property of the permutation symbol. Furthermore, if any two indices
of  are equal, then two rows will be identical, making the determinant zero, again con-
sistent with the definition of the permutation symbol. If, on the other hand, one of the three

 indices is set equal to one of the three  indices, and the common index is summed
from 1 to 3, then the -  identity is recovered.

More about cofactors
Given a matrix , the cofactor matrix  is an  matrix whose com-

ponents are obtained by application of the very strange formula that we first introduced in
Eq. (3.94):

 (3.107)

where (recall)  is the submatrix obtained by striking out the  row and  column
of . The determinant of  is called the “minor” associated with . The cofac-
tor  simply equals the minor times .

It might seem that something with such an awkward definition would be of only lim-
ited usefulness, but it turns out that cofactors are fantastically convenient and they appear
frequently in practical physics applications (unless trained to look for cofactors, however,
many people don’t recognize them when they appear). As a rule of thumb: whenever you
are analyzing a problem in which things are fluxing across or acting upon area elements
that are stretching and rotating in time, “think cofactors.”

The remainder of this section illustrates how to compute cofactors in 2 and 3 dimen-
sions, finishing with some derivative formulas involving cofactors.

SIDEBAR: cofactors of a  matrix

Consider a  matrix, . To find the minor associated with , you strike 

out row 1 and column 1, and take the determinant of what’s left. For a  matrix, 
the only thing left is pretty trivial — it’s just the  component. The determinant of 

a single number is just that number, so the minor associated with  is just . The 
cofactor, which is the signed minor found by multiplying by . Thus, 

 for a  matrix. The minor associated with  is found by striking out 

row 1 and column 2 and taking the determinant of what’s left which is just . The 
cofactor is found by multiplying this minor by  to obtain . 
Proceeding onward for each component eventually gives

These apply to a  matrix only!  (3.108)

ijk

ijk pqr
ε δ

A[ ]N N× A[ ]C N N×

Aij
C 1–( )i j+ det Mij[ ] N 1–( ) N 1–( )×=

Mij[ ] ith jth

A[ ] Mij[ ] Aij
Aij

C 1–( )i j+

2 2×

2 2× A11 A12

A21 A22
A11

2 2×
A22

A11 A22

1–( )1 1+ 1=

A11
C A22= 2 2× A12

A21

1–( )1 2+ 1–= A12
C A21–=

A11
C A22= A12

C A12–=

A21
C A12–= A22

C A11= 2 2×
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SIDEBAR: cofactors of a  matrix

Consider a  matrix, . To find the minor associated with , you 

strike out row 1 and column 1, and take the determinant of what’s left, namely the 

 matrix , which has determinant . The cofactor, which is 

the signed minor, is found by multiplying this result by . Thus, 
. For index structure pattern recognition (discussed below), we 

will write this result in an equivalent form with the factors in the last term swapped 
so that . The minor associated with  is found by striking out 

row 1 and column 2 and taking the determinant of the remaining  matrix 

 to obtain . The cofactor is found by multiplying this minor by 

 to obtain , which we will write equivalently as 
. Proceeding onward for each cofactor eventually gives

 (3.109)

These apply to a  matrix only!

The index structure of these cofactors can be expressed in the form

Applies to a  matrix only!  (3.110)

Here, an overbar on an index indicates a cyclic step forward and underbar indicates a 
cyclic step backward. Specifically, 

if , then  and 
if , then  and 
if , then  and  (3.111)

Finally, for  matrices, cofactor components may be expressed in terms of the 
permutation symbol as follows

,  (3.112)

where, for compactness, we have used implicit summation conventions.

Cofactor-inverse relationship. The cofactor matrix  is well-defined even 
is singular. If, however,  happens to be invertible, then 

3 3×

2 2×
A11 A12 A13

A21 A22 A23

A31 A32 A33

A11

2 2× A22 A23

A32 A33
A22A33 A32A23–

1–( )1 1+ 1=

A11
C A22A33 A32A23–=

A11
C A22A33 A23A32–= A12

2 2×

A21 A23

A31 A33
A21A33 A31A23–

1–( )1 2+ 1–= A12
C A31A23 A21A33–=

A12
C A23A31 A21A33–=

A11
C A22A33 A23A32–= A12

C A23A31 A21A33–= A13
C A21A32 A22A31–=

A21
C A32A13 A33A12–= A22

C A33A11 A31A13–= A23
C A31A12 A32A11–=

A31
C A12A23 A13A22–= A32

C A13A21 A11A23–= A33
C A11A22 A12A21–=

3 3×

Amn
C AmnAmn AmnAmn–= 3 3×

m 1= m=2 m=3
m 2= m=3 m=1
m 3= m=1 m=2

3 3×

Aij
C 1

2
---εiprεjqsApqArs=

A[ ]C A[ ]
A[ ]
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 (3.113)

This identity will be later discussed in more detail in the tensor analysis chapters.

Derivative of the cofactor. For a  matrix [A], differentiating Eq. (3.112) gives

 (3.114)

Derivative of a determinant (IMPORTANT)
The determinant of a matrix  is computed from the components of . Hence, the

determinant may be regarded as a function of these components. Here we want to compute
the derivatives of  with respect to any individual component of , while holding
the other components constant. 

Consider, for example, a  determinant. Derivatives of Eq. (3.90) with respect to
individual components gives. 

 (3.115)

The formulas are different for a  matrix. Specifically, differentiating Eq. (3.91) with
respect to each individual component gives

, , etc.  (3.116)

Comparing Eq. (3.115) with (3.108) and comparing (3.116) with (3.110) show that,
regardless of the size of the matrix, the derivative of a determinant with respect to a matrix
is given by the cofactor!

 (3.117)

Frequently, the structure  is used as a streamlined alternative to the notation
, in which case this result would be written

, where  (3.118)

Though we have only proved it for the special cases of  and  matrices, this
result holds regardless of the dimension of [A]. This result is valid even if the matrix 
is singular. If, however,  happens to be invertible, then the above result may be written

, when  is invertible  (3.119)

A[ ]C det A[ ]( ) A[ ] T–=

3 3×

∂Aij
C

∂Ars
---------- εirmAmnεnjs

n 1=

3

∑
m 1=

3

∑=

A[ ] A[ ]

det A[ ] A[ ]

2 2×

∂ det A[ ]2 2×( )
∂A11
---------------------------------- A22=

∂ det A[ ]2 2×( )
∂A12
---------------------------------- A21–=

∂ det A[ ]2 2×( )
∂A21
---------------------------------- A12–=

∂ det A[ ]2 2×( )
∂A22
---------------------------------- A11=

3 3×

∂ det A[ ]3 3×( )
∂A11
---------------------------------- A22A33 A23A32–=

∂ det A[ ]3 3×( )
∂A12
---------------------------------- A23A31 A21A33–=

∂ det A[ ]( )
∂Aij
------------------------ Aij

C=

A
det A[ ]

∂ A
∂Aij
--------- Aij

C= A det A[ ]≡

2 2× 3 3×
A[ ]

A[ ]

∂ A
∂Aij
--------- A Aij

T–= A[ ]
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Here,  denotes the  components of the inverse of the transpose (or, equivalently, the
transpose of the inverse) of . Inverses and transposes are discussed soon.

Rates of determinants. Whenever you need the derivative of a determinant with
respect to something other than an individual component of the matrix, you should still
nevertheless start with Eq. (3.118), and then apply the chain rule. In continuum mechan-
ics, for example, material motion is characterized through the use of a tensor called the
deformation gradient, which has a component matrix denoted . The “Jacobian” is
given by  and, physically, it represents the ratio of deformed to undeformed
volume of a material element. For dynamic problems, it is often desirable to know the
time derivative of the Jacobian because it characterizes the volumetric expansion or con-
traction rate. If  is a function of time , then it follows that the components of  must
be functions of time, so we can apply the chain rule of partial differentiation. 

 (3.120)

We now know that the derivative of a determinant with respect to a component is given by
the cofactor for that component. Hence, this may be written

 (3.121)

or, employing the popular alternative notational structure in which a superposed single dot
denotes time differentiation,

 (3.122)

or

 (3.123)

Recognizing that this expression is the matrix inner product, we may write

 (or, in tensor notation, )  (3.124)

If  is invertible (which it indeed is for deformation gradients), then this result may be
written

 (3.125)

or

 (or, in tensor notation, )  (3.126)

This result holds for any matrix  even though we have here described it using the
deformation gradient as an example.

Aij
T– ij

A[ ]

F[ ]
J det F[ ]=

J t F[ ]

dJ
dt
------ ∂J

∂F11
-----------

dF11
dt

----------- ∂J
∂F12
-----------

dF12
dt

----------- … ∂J
∂F33
-----------

dF33
dt

-----------+ + +=

dJ
dt
------ F11

C
dF11

dt
----------- F12

C
dF12

dt
----------- … F33

C
dF33

dt
-----------+ + +=

J· F11
C F· 11 F12

C F· 12 … F33
C F· 33+ + +=

J· Fij
CF· ij

j 1=

3

∑
i 1=

3

∑=

J· F[ ]C* F·[ ]= J· F
˜̃

C:F
˜̃
·

=

F[ ]

J· J Fij
T– F· ij

j 1=

3

∑
i 1=

3

∑ J Fji
1– F· ij

j 1=

3

∑
i 1=

3

∑ J F· ijFji
1–

j 1=

3

∑
i 1=

3

∑= = =

J· Jtr F·[ ] F[ ] 1–( )= J· J tr F
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·
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˜̃
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Derivatives of determinants with respect to vectors. Suppose that

 is to be differentiated with respect to an array . Again, Eq. (3.118) is the
place to start in conjunction with the chain rule. 

 (3.127)

where, we are here using implicit summation over the indices  and . If  is invertible,
then this result may be written

 (3.128)

Principal sub-matrices and principal minors
A so-called  principal submatrix of a square matrix  is any  subma-

trix (where ) whose diagonal components are also diagonal components of the
larger matrix. For example,

 (3.129)

is a principal submatrix, whereas  is not a principal submatrix. For a  matrix,
there are three  principal submatrices (identically equal to the diagonal components),
three  principal submatrices, and only one  principal submatrix (equal to the
matrix  itself). 

A sequence of , ,  submatrices is nested if the  matrix is a sub-
matrix of the  matrix, and the  matrix is a submatrix of the next larger submatrix,
and so forth.

A principal minor is the determinant of any principal submatrix. The term “nested
minors” means the determinants of a set of nested submatrices. 

Matrix invariants
The  “characteristic” invariant, denoted , of a matrix  is the sum of all possi-

ble  principal minors. For a  matrix, these three invariants are

 (3.130a)

 (3.130b)

J det F[ ]= v{ }

∂J
∂vk
-------- ∂J

∂Fij
---------

∂Fij
∂vk
--------- Fij

C
∂Fij
∂vk
---------= =

i j F[ ]

∂J
∂vk
-------- J Fij

T–
∂Fij
∂vk
---------=

n n× A[ ]N N× n n×
n N≤

A11 A13

A31 A33

A12 A13

A22 A23
3 3×

1 1×
2 2× 3 3×

A[ ]

1 1× 2 2× … N N× 1 1×

2 2× 2 2×

kth Ik A[ ]
k k× 3 3×

I1 A11 A22 A33+ +=

I2 det
A11 A12

A21 A22

det
A11 A13

A31 A33

det
A22 A23

A32 A33

+ +=
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 (3.130c)

Warning: if the matrix is non-symmetric, the characteristic invariants are not a complete
set of independent invariants. If all three characteristic invariants of a symmetric matrix
are zero, then the matrix itself is zero. However, as discussed later, it is possible for all
three characteristic invariants of a non-symmetric matrix to be zero without the matrix
itself being zero.
Derivatives: (without proof)

 (3.131)

 (3.132)

 (3.133)

Alternative invariant sets. As will be discussed throughout this book, the above
three invariants are not the only invariants. Check “invariant” in the index for details.

Positive definite
A square matrix  is positive definite if and only if

 for all  (3.134)

In indicial notation, this requirement is

 (3.135)

Written out explicitly for the special case of a  matrix

 (3.136)

I3 det
A11 A12 A13

A21 A22 A23

A31 A32 A33

=

∂I1
∂Amn
------------ δmn=

∂I2
∂Amn
------------ I1δmn Anm– I1δmn Amn

T–= =

∂I3
∂Amn
------------ Amn

C=

B[ ]N N×

v{ }T B[ ] v{ } 0> v{ }

viBijvj

j 1=

N

∑
i 1=

N

∑ 0>

2 2×

B11v1v1 B12v1v2 B21v2v1 B22v2v2+ + + 0>
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Note that the middle two terms can be combined and written as . Similarly,
you can write the first term as . The third term can also be so written. Thus, the
requirement for positive definiteness depends only on the symmetric part of the matrix

. The non-symmetric part has no influence on whether or not a matrix is positive defi-
nite. Consequently, you may replace Eq. (3.134) by the equivalent, but more carefully
crafted, statement:

 is positive definite if and only if for all , where  is the 
symmetric part of .

It can be shown that a matrix is positive definite if and only if the characteristic invari-
ants of the symmetric part of the matrix are all positive.* 

Fortunately, there is an even simpler test for positive definiteness: you only have to
verify that any nested set of principal minors are all positive! This calculation is easier
than finding the invariants themselves because it requires evaluation of only one principal
minor determinant of each size (you don’t have to evaluate all of them). See page __ for
further details.

The cofactor-determinant connection
Let  denote the matrix of cofactors  associated with a square matrix

. The transpose of the cofactor matrix is also sometimes called the adjugate
matrix (not to be confused with “adjoint”). Recall the definition of the cofactor given in
Eq. (3.94):

 (3.137)

By virtue of Eq. (3.97), note that the transpose of the cofactor matrix is identically
equal to the cofactor matrix associated with . In other words, the cofactor and trans-
pose operations commute:

 (3.138)

As a short hand, we generally eliminate the parentheses and simply write  to mean
the transpose of the cofactor (or, equivalently, the cofactor of the transpose). The generali-
zation of Eq. (3.93) is

* It is possible to construct a matrix that has all positive invariants, but whose symmetric part does 
not have all positive invariants.

2
B12 B21+

2
----------------------- 
  v2v1

2
B11 B11+

2
----------------------- 
 

B[ ]

B[ ] v{ }T A[ ] v{ } 0> v{ } A[ ]
B[ ]

A[ ]C Aij
C

A[ ]N N×

Aij
C 1–( )i j+ det Mij[ ] N 1–( ) N 1–( )×=

A[ ]T

A[ ]C( )T A[ ]T( )C=

A[ ]CT
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 (3.139)

Written more compactly,

 (3.140)

Written in matrix form,

 (3.141)

It turns out that the location of the transpose and cofactor operations is inconsequential —
the result will be the same in all cases. Namely, 

 (3.142)

Inverse
The inverse of a matrix  is the matrix denoted  for which

 (3.143)

If the inverse exists, then it is unique. If the inverse does not exist, then the matrix  is
said to be “non-invertible” or “singular.” A necessary and sufficient condition for the
inverse to exist is that the determinant must be nonzero:

 (3.144)

Comparing Eqs. (3.142) and (3.143), note that the inverse may be readily computed
from the cofactor by

 (3.145)

While this definition does uniquely define the inverse, it must never be used as a definition
of the cofactor matrix. The cofactor matrix is well-defined and generally nonzero even if
the matrix  is singular.

Eigenvalues and eigenvectors
As mentioned in Eq. (3.92), a nonzero vector (array)  is called an eigenvector of a

square matrix  if there exists a scalar , called the eigenvalue, such that
. In order for this equation to have a non-trivial (nonzero) solution, the

determinant of the matrix  must be zero. Setting this determinant to zero results
in a polynomial equation, called the characteristic equation, for . If  is a 
matrix, the equation will be quadratic. If  is a  matrix, the equation will be cubic,
and so forth. We highly recommend that you do not construct the matrix  and

AikAjk
C

k 1=

N

∑
     0         if     i j≠
det A[ ]    if     i=j




=

AikAjk
C

k 1=

N

∑ det A[ ] δij=

A[ ] A[ ]CT det A[ ]( ) I[ ]=

A[ ] A[ ]CT A[ ]C A[ ]T A[ ]T A[ ]C A[ ]CT A[ ] det A[ ]( ) I[ ]= = = =

A[ ] A[ ] 1–

A[ ] A[ ] 1– A[ ] 1– A[ ] I[ ]= =
A[ ]

det A[ ] 0≠

A[ ] 1– A[ ]CT

det A[ ]
----------------=

A[ ]

p{ }
A[ ] λ

A[ ] p{ } λ p{ }=
A[ ] λ I[ ]–

λ A[ ] 2 2×
A[ ] 3 3×

A[ ] λ I[ ]–
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then set its determinant equal to zero. While that would certainly work, it allows for too
many opportunities to make an arithmetic error. Instead, the fastest way to generate the
characteristic equation is to first find all of the characteristic invariants of . These
invariants are the coefficients in the characteristic equation, alternating sign, as follows

For , the characteristic equation is
,

where , and  (3.146)

For , the characteristic equation is
,

where , 

, and

 (3.147)

For , the characteristic equation is . Higher
dimension matrices are similar.

Because the characteristic equation is a polynomial equation, an  matrix will
have up to  possible eigenvalues. For each solution  there exists at least one corre-
sponding eigenvector , which is determined by solving

 (no sum on ).  (3.148)

The solution for  will have an undetermined magnitude and, for symmetric matrices,
it is conventional to set the magnitude to one. For non-symmetric matrices, however, the
normalization convention is different, as discussed in relation to Eq. (15.44).

If an eigenvalue  has algebraic multiplicity  (i.e., if the characteristic equation
gives a root  repeated  times), then there can be no more than a total of  indepen-
dent eigenvectors associated with that eigenvalue — there might be fewer (though there is
always at least one). If the matrix  is symmetric, then it is well known [1] that it is
always possible to find  independent eigenvectors. The directions of the eigenvectors
when the multiplicity  is greater than one are arbitrary. However, the one thing that is
unique is the span of these vectors (see page 17), and it is conventional to set the eigen-
vectors to any orthonormal set of vectors lying in the span. For non-symmetric matrices, it
might happen that an eigenvalue of multiplicity  corresponds to a total of  linearly
independent eigenvectors, where  is called the geometric multiplicity. For example, the
matrix

A[ ]

A[ ]2 2×

λ2 I1λ– I2+ 0=

I1 A11 A22+= I2 det
A11 A12

A21 A22
=

A[ ]3 3×

λ3 I1λ2– I2λ I3–+ 0=
I1 A11 A22 A33+ +=

I2 det
A11 A12

A21 A22
det

A11 A13

A31 A33
det

A22 A23

A32 A33
+ +=

I3 det
A11 A12 A13

A21 A22 A23

A31 A32 A33

=

A[ ]4 4× λ4 I1λ3– I2λ2 I3λ– I4+ + 0=

N N×
N λi

p{ }i

A[ ] p{ }i λi p{ }i= i

p{ }i

λi m
λi m m

A[ ]
m

m

m µ m<
µ
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 (3.149)

Has an eigenvalue  with algebraic multiplicity of two. To find the associate eigen-
vector(s), you must solve

 (3.150)

Multiplying this out gives

 (3.151)

 (3.152)

The second equation gives us no information, and the first equation gives the constraint
that . Therefore, even though the eigenvalue had algebraic multiplicity of two, you
have only one eigenvector (geometric multiplicity equals one) which is given by .
When the geometric multiplicity of an eigenvector is less than the algebraic multiplicity,
then there does still exist a subspace that is uniquely associated with the multiple eigen-
value. However, characterizing this subspace requires solving a “generalized eigenprob-
lem” to construct additional vectors that will combine with the one or more ordinary
eigenvectors to form a set of vectors that span the space. The process for doing this is
onerous, and we have not yet personally happened upon any engineering application for
which finding these generalized eigenvectors provides any useful information, so we will
not cover the details. Instructions for the process can be found in [23,22,26]. If the gener-
alized eigenvectors are truly sought, then they can be found via the “JordanDecomposi-
tion” command in Mathematica [27] (see discussion below to interpret the result).

Similarity transformations. Suppose that you have a set of eigenvalues
 for a matrix , possibly with some of these eigenvalues having alge-

braic multiplicities greater than one. Let  denote the matrix whose columns contain the
corresponding eigenvectors (augmented, where necessary, to include generalized eigen-
vectors for the cases where the geometric multiplicity is less than the algebraic multiplic-
ity; the ordinary eigenvectors corresponding to a given eigenvalue should always, by
convention, be entered into columns of  before the generalized eigenvectors). Then it
can be shown that the original matrix  satisfies the similarity transformation

 (3.153)

If there are no generalized eigenvectors contained in the matrix , then the matrix 
is diagonal, with the diagonal components being equal to the eigenvalues. In this case, the
original matrix  is said to be “diagonalizable.” If, on the other hand,  contains any
generalized eigenvectors, then  still contains the eigenvalues on the diagonal, but it

5 3
0 5

λ 5=

5 3
0 5

p1

p2

5
p1

p2

=

5p1 3p2+ 5p1=

5p2 5p2=

p2 0=
1 0,{ }

λ1 λ2 … λN, , ,{ } A[ ]
L[ ]

L[ ]
A[ ]

A[ ] L[ ] Λ[ ] L[ ] 1–=

L[ ] Λ[ ]

A[ ] L[ ]
Λ[ ]
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additionally will contain a “1” in the  position (i.e., a “1” just above the eigenvalue
in the  column) corresponding to each  generalized eigenvector. In this form, the
matrix  is said to be in Jordan canonical form. For example, the similarity trans-
formation corresponding to Eq. (3.149) is

 (3.154)

This result can be obtained in Mathematica [27] via the command JordanDecomposi-
tion[{{5,3},{0,5}}]. The presence of the “1” in the  position of the  matrix
implies that the second column of  must contain a generalized eigenvector.

A matrix  is “diagonalizable” if the  matrix has no “1s” on any off-diagonal.
Consequently, there are no generalized eigenvectors. In general, even though  is diag-
onal, that does not mean that  is symmetric. 

The matrix  will be orthogonal (i.e., ) if and only if the original
matrix  is symmetric. For symmetric matrices, there will never be any generalized
eigenvectors (i.e., the algebraic and geometric eigenvalue multiplicities will always be
equal), and the  matrix will therefore always be fully diagonal (no “1” on any off-
diagonal).

Finding eigenvectors by using the adjugate
Recall that  is an eigenvector of  if , where  is the eigen-

value. This equation can be written

, where  (3.155)

Recall that we determined the eigenvalue by setting  . You can likewise use
the  matrix to determine the eigenvectors. Given that the determinant of  is zero,
Eq. (3.142) tells us that

,  (3.156)

from which it follows that if there is any nonzero column of the adjugate matrix, ,
then that column must be an eigenvector of  associated with the eigenvalue that was
used to construct  in Eq. (3.155). It turns out that, for distinct eigenvalues (i.e., ones
with multiplicity of 1), there will always be a non-zero column of , and therefore
the adjugate matrix is a slick and easy way to find the eigenvector. Unfortunately, the situ-
ation is not so great when the eigenvalue is a double (or higher) root. For eigenvalues of
multiplicity greater than one, it is still true that any nonzero column of  will be an
eigenvector, but the adjugate might turn out to be zero or it might not capture all of the
possible eigenvectors. Consider, for example,

 (3.157)

For the eigenvalue , the “B” matrix is 

k 1– k,
kth kth

Λ[ ]

5 3
0 5

1 0
0 1 3⁄

5 1
0 5

1 0
0 1 3⁄

1–

=

12 Λ[ ]
L[ ]

A[ ] Λ[ ]
Λ[ ]

A[ ]

L[ ] L[ ] 1– L[ ]T=
A[ ]

Λ[ ]

p{ } A[ ] A[ ] p{ } λ p{ }= λ

B[ ] p{ } 0= B[ ] A[ ] λ I[ ]–=
det B[ ] 0=

B[ ] B[ ]

B[ ] B[ ]CT 0=
B[ ]CT

B[ ]
B[ ]

B[ ]CT

B[ ]CT

A[ ]
1 0 0
0 0 0
0 0 0

=

λ 1=
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 for which the adjugate is , and therefore the 

eigenvector is the only nonzero column,  (3.158)

However, for the double root eigenvalue, , the “B” matrix is just  itself, and the
adjugate is the zero matrix. Lacking nonzero columns, this adjugate matrix gives us no
guidance to determine the eigenvector, and traditional methods must instead be used. Our
recommendation is: use the adjugate to compute eigenvectors associated with distinct
non-multiple eigenvalues, but don’t bother when the eigenvalue is a multiple root.

Eigenprojectors
Recall Eq. (3.153):

 (3.159)

Let’s consider only the case that  is diagonalizable so that  is diagonal. Recall that
each column of  contains an eigenvector. Let , called the left-eigenvector, denote
the  column of  (i.e., the  eigenvector). Let , called the right-eigenvector,
denote the  row of . Since , it follows that

 (3.160)

This equation states that the inner product of different left and right eigenvectors will be
zero and the inner product of corresponding left and right eigenvectors will equal unity.
This property is called duality.

For the moment, consider the case that all eigenvalues are distinct. The outer product
of the left eigenvector  with its own counterpart right eigenvector  will pro-
duce a square matrix, which we will denote  and refer to as the  eigenprojector:

(no sum on )  (3.161)

An easy way to compute the eigenprojector  is 

 (3.162)

where  is a matrix that has a 1 in the  component and zeros everywhere else. Note
that 

(no sum on )  (3.163)

Consequently,

(no sum on )  (3.164)

As will be discussed in great detail later, this property implies that the tensor  is a pro-
jection operator. It can be shown that the original tensor  can be expressed as a sum of
its eigenvalues  times the corresponding eigenprojectors :

B[ ]
0 0 0
0 1– 0
0 0 1–

= B[ ]CT
1 0 0
0 0 0
0 0 0

=

1
0
0

λ 0= A[ ]

A[ ] L[ ] Λ[ ] L[ ] 1–=
A[ ] Λ[ ]

L[ ] g{ }k
kth L[ ] kth <G>k

kth L[ ] 1– L[ ] 1– L[ ] I[ ]=

<G>i g{ }j δij=

g{ }k <G>k
P[ ]k kth

P[ ]k g{ }k<G>k≡ k

P[ ]k

P[ ]k L[ ] ζ[ ]k L[ ] 1–=

ζ[ ]k kk

ζ[ ]k ζ[ ]k ζ[ ]k= k

P[ ]k P[ ]k P[ ]k= k

P[ ]k
A[ ]

λk P[ ]k
53
Copyright is reserved. Individual copies may be made for personal use. No part of this document may be reproduced for profit.



September 4, 2003 5:24 pm
Matrix Analysis (and some matrix calculus)D R A F T

R e c c a  B r a n n o n

e b

 (3.165)

The summation ranges over the number of eigenvalues. The importance of this result will
be far more clear when we get into tensor analysis. The term “eigenprojector” is used
because each matrix  can be regarded as a special operator that will project an arbi-
trary array  into its part in the direction of the  eigenvector. The projection is
oblique if the original matrix  is non-symmetric. All of this will be more clear after
you read about projection tensors later on.

Recall that we temporarily discussed eigenprojectors under the assumption that the
eigenvalues were all distinct. When there are repeated eigenvalues, the same results still
apply except that the index  in Eqs. (3.162) through (3.165) now ranges over the number
of distinct eigenvalues and the tensor  is now zeros everywhere except a 1 in each
location occupied by the  eigenvalue in the  matrix. Thus, for example, a double
root will have two entries of 1 on the diagonal. When there are double root eigenvalues,
the associated eigenvectors are not unique, but their span is a unique plane. In this double
root case,  represents an operation that will project any vector onto that plane. Even
though the eigenvectors are not unique, the eigenprojector is unique.

Finding eigenprojectors without finding eigenvectors. The eigenprojectors
are truly the physically significant results of an eigenvalue analysis because they are
unique (individual eigenvectors are not unique when there are repeated eigenvalues). You
can construct the eigenprojector without ever having to obtain the eigenvectors by the fol-
lowing formula:

 (3.166)

Here,  is the total number of distinct eigenvalues. For matrices of small dimensions, this
formula can be quite useful because it eliminates the need to compute eigenvectors.

A[ ] λk P[ ]k
k
∑=

P[ ]k
v{ } kth

A[ ]

k
ζ[ ]k

kth Λ[ ]

P[ ]k

P[ ]k

A[ ] λi I[ ]–( )

i 1=
i k≠

m

∏

λk λi–( )

i 1=
i k≠

m

∏

------------------------------------------=

m

54
Copyright is reserved. Individual copies may be made for personal use. No part of this document may be reproduced for profit.



September 4, 2003 5:24 pm
Vector/tensor notation

D R A F TR e b e c c a  B r a n n n
o

4. Vector/tensor notation

“Ordinary” engineering vectors
We use the term “ordinary” to indicate the notion of a vector as it is introduced in ele-

mentary calculus texts — namely, something in 3D physical space that has length and ori-
entation. Physical examples include velocity, electric field, and angular rotation. This
“definition” is horribly ambiguous, but it is adequate for reviewing basic concepts and we
promise to atone for this transgression later. In general, we use the term “engineering”
whenever a quantity is defined from a physical rather than mathematical perspective. A
more correct mathematician’s definition of the term “vector” can be found on page 227,
where we will also introduce abstract vectors in higher-dimensional spaces.

Engineering “laboratory” base vectors
Let  denote a set of mutually perpendicular vectors of unit magnitude,

which we will refer to as the “laboratory basis” or the “laboratory triad.” Elemen-
tary calculus books often denote these vectors by , but practicing researchers just
can’t spare that many letters of the alphabet. The unit base vectors are always presumed to
exist as a reference from which all directional quantities may be described. The orientation
of the laboratory triad should be regarded as mutually agreed upon by all observers (e.g.,
all observers might agree that they point in the same directions as the edges of the walls
and floor in one corner of their laboratory, or they might define the directions based on the
stars — it doesn’t really matter what the choice is, so long as everyone agrees on it). The
laboratory base vectors are presumed to be fixed in time and space. 

Other choices for the base vectors
We insist that the laboratory basis must exist and all observers must agree upon its def-

inition. However, other bases can be used as well. Different observers can, if they wish,
opt to use supplemental basis triads. All observers will be able to communicate effectively
with each other by transforming their own results into equivalent results expressed using
the commonly agreed-upon lab basis. The rules governing how to accomplish these trans-
formations from one basis to another are central to the study of vector and tensor analysis. 

“When two men in business always agree, one of 
them is unnecessary.” — William Wrigler, Jr.

e
˜1 e

˜2 e
˜3, ,{ }

i j k, ,{ }
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When explaining the meanings of various vector and tensor operations, this book lim-
its its scope to definitions that apply only to mutually perpendicular vectors, each of unit
magnitude. We also require that the orthonormal triad be “right-handed” (i.e., crossing the
first lab base vector into the second one gives the third one*). Any basis that is both right-
handed and orthonormal is called regularized. All vector and tensor operations pre-
sented in this book apply only to regularized bases; generalized definitions that apply to
irregular and curvilinear bases are provided in a sequel book [6].

Basis expansion of a vector
Let  be an ordinary vector (like velocity or electric field). Its expansion in terms of an

orthonormal basis  is

 (4.1)

where  are called the components of the vector with respect to the basis. The zero
vector  is defined to be the vector whose components are all zero. 

We may arrange the components of a vector in a column matrix as

 (4.2)

and the expansion of Eq. (4.1) is analogous to writing

 (4.3)

We may alternatively arrange the components of a vector into a row matrix:

 (4.4)

The row representation is just the transpose of the column representation:

,  (4.5)

However there is no such thing as the transpose of a vector —  is meaningless! If 
are the components of a vector collected into a  matrix, then  also represents
the same vector even though the matrix  happens to be . 

* By this, we mean that you can point your index and middle finger of your right hand in the direc-
tion of the first and second base vectors, respectively, and your right thumb will then point in the 
direction of the third base vector.

v
˜ e

˜1 e
˜2 e

˜3, ,{ }

v
˜

v1e
˜1 v2e

˜2 v3e
˜3+ + vie˜ i

i 1=

3

∑= =

vi
0
˜

v{ }
v1

v2

v3

=

v1

v2

v3

v1

1
0
0

v2

0
1
0

v3

0
0
1

+ +=

<v> v1 v2 v3=

v{ }T <v>=
v
˜

T v{ }
3 1× v{ }T

v{ }T 1 3×
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Summation convention — details
The expression in Eq. (4.1) is written more compactly by using Einstein’s summation con-
vention as 

 (4.6)

The summation convention is defined such that any index (in this case i) that is repeated
exactly twice in a term is understood to be summed from 1 to 3. The summation ranges up
to 3 because ordinary engineering vectors are always referenced to 3D physical space.

Later on, we will define quantities (like matrix components ) that have more than
one index. Then, for example, the expression , for which the index  is repeated,
would mean the same thing as

 (4.7)

In this expression, note that the index  occurs exactly once and is not repeated. Therefore
the above expression is actually three expressions, corresponding to the index  taking the
values from 1 to 3. For rectangular Cartesian components, the summation convention has
two fundamental rules (extra rules that apply for irregular bases can be found in Ref. [6]
and some less-common special-situation rules are discussed later):

1. An index that occurs exactly twice in a term is called a dummy index, and it is 
understood to be summed from 1 to 3, with the implied summation symbol applied 
only to the term in which the repeated dummy index appears. 

2. An index that occurs exactly once in a term is called a free index, and it must also 
appear exactly once in every other term.

The following expressions violate the summation convention:

(violates rule 2)
(violates rule 1)  (4.8)

The following expressions all satisfy the summation convention:

 (4.9a)

 (4.9b)

 (4.9c)

 (4.9d)

The number of free indices indicates the number of expressions contained implicitly in a
single indicial expression. The first expression above has no free indices, so it corresponds
to a -order tensor (i.e., a scalar). The second expression has one free index, so it corre-
sponds to a -order tensor (i.e., a vector). The next expression has two free indices, so it
corresponds to a -order tensor. The last expression also has two free indices, so it also
corresponds to a -order tensor. We will precisely define what is meant by the term
“tensor” later; for now, we are merely clarifying notation and terminology. Incidentally,

v
˜

vie˜ i=

Aij
Aijvj j

Aijvj

j 1=

3

∑

i
i

ai bj+
aiAijbi

aibi
bkAik ai wjkUpkqiTjpvq+ +
aibj
aiAijbk

0th

1st

2nd

2nd
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whenever the term “tensor” is used, it usually refers to a second-order tensor. Many
authors alternatively use the word “rank” or “valence” instead of “order.” Hence, a tensor
of rank 2 is the same thing as what we will call a tensor of order 2. We prefer the term
order to avoid confusion with the meaning of rank from matrix analysis.

Incidentally, note that Eq. (4.9b) uses  as a dummy sum index in both the first and
last terms. This is perfectly legitimate. The rule demanding that a dummy index must
appear exactly twice applies to each individual term. Written out in conventional form
using summation symbols, Eq. (4.9b) is

 (4.10)

where the free index  ranges from 1 to 3.
Of course, summation is commutative (you can sum over i and then j, or vice-versa, with-
out changing the final result). Said differently, the summation signs can be applied in any
order. For example, the above equation could be written instead as

 (4.11)

Moving the summation symbols from the jkpq order to this qkpj order has no impact on
the result.

Don’t forget what repeated indices really mean. Newcomers to tensor analy-
sis sometimes forget that the summation rules are really just a notational convenience.
Sometimes it’s wise to go back to conventional notation to simplify an indicial expression.
Recall, for example, the definition of the Kronecker delta:

 (4.12)

Now consider the indicial expression

 (4.13)

There are no free indices, so the result must be a scalar. New students almost always get
burned by using Eq. (4.12) to say that  must be equal to 1. However, this conclusion is
wrong. The index  is repeated, so it must be summed. In other words, Eq. (4.13) really
says

 (4.14)

Recalling the true meaning of the indicial notation is also essential for simplifying other
expressions where  appears. Consider, for example,

k

bkAik( )

k 1=

3

∑ ai wjkUpkqiTjpvq( )
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∑
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3

∑
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3

∑
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∑+ +
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3
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3

∑
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3

∑
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3

∑
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3

∑+ +

δij
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=

s δkk=

δkk
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 (4.15)

It is wise to mentally realize that this is really

 (4.16)

Using the definition of the Kronecker delta, note that

 

The index “m” is not intended to be summed in this particular equation*  (4.17)

Consequently, only one of the three terms ( , , or ) in Eq. (4.16) will
be nonzero (the one where ). Therefore,

 (4.18)

This result is just one example of how a Kronecker delta may be removed from an expres-
sion whenever one of its indices is a dummy sum index. See page 64 for further examples.

Further special-situation summation rules. Here are two additional rules to go
with the two main rules given on page 57.:

3. When a repeated subscript appears in the divisor of a fraction, it is understood to be 
implicitly summed within that divisor (i.e., the summation sign applies to that divisor, 
not to the whole expression). Free indices do not normally appear in divisors. It is 
permissible for the same repeated index symbol to appear separately in the numerator 
and divisor of an expression. For example, 

 means  (4.19)

4. Exponent and inverse operations take higher precedence than summation rules. For 
example,  means the  component of , not . Similarly,  means 

, not . Whenever there is potential for confusion, it’s advisable to show 
parentheses or to use words to clarify the intended meaning.

* It’s important to inform your readers when you wish to temporarily suspend the summation con-
ventions as we have done here. Some writers indicate that they do not wish for an index to be 
summed by marking it with an overbar, as in , or by putting the index in parentheses, as in 

 or by typesetting non-summed indices with capital letters, as in . 

Akmδmj

Akmδmj

m 1=

3

∑

Akmδmj
Akj  if  m=j

0  if  m j≠



=

Akmδmi
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----------------

Aimwm
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3
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∑
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Indicial notation in derivatives. The summation convention also applies to deriva-
tives. For example

 (4.20)

means the same thing as

 (4.21)

Even though derivatives are denoted using a structure that looks like division, note that the
indicial notation conventions for derivatives are different from those for ratios. In particu-
lar, repeated subscripts in derivatives require the summation sign to go outside the entire
expression, not just around the “divisor-like” part.

BEWARE: avoid implicit sums as independent variables. When you
employ the summation convention in derivatives, you should be extra careful to be clear
about what the independent variable is. Consider for example

 (4.22)

What would the expression  mean? There are two possible answers:

 (4.23)

or

 (4.24)

The two answers are not the same, so we need a precedence rule. Our experience in read-
ing the literature is that most authors intend for the expression  to be interpreted
as Eq. (4.24). Thus, the precedence rule is to always apply summations after taking deriv-
atives. In other words, imagine that  is a function of nine  components. After finding
all nine  derivatives, then  is obtained by summing the three derivatives
corresponding to . To minimize confusion, we recommend that you write

, where  (4.25)

If you really want a derivative to be interpreted according to Eq. (4.23), then you
should write the expression more carefully as

, where  (4.26)
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Reading index STRUCTURE, not index SYMBOLS
This section tries to give a little insight to new students about how to read indicial for-

mulas to maximize understanding and to avoid a queasy “alphabet soup” feeling when
viewing expressions with lots of indices.

The actual symbols selected to be free and dummy indices are entirely up to you, so
long as your choices do not violate the summation rules. Beginning students often fail to
read indicial formulas in the most instructive manner. Experienced professionals know to
instead look at the structure of where the free and dummy indices appear. For example, to
memorize some strange formula like

,  (4.27)

you would be wise to ignore the actual symbols used for the indices. Instead, you should
work to deduce the overall structure of the index placement. For example, if you want to
write down the formula for , then you could always painstakingly convert Eq. (4.27)
by replacing in all occurrences of  by ,  by , and  by . However, doing it that way
is error prone (especially since you cannot do it step-by-step because you would violate
the sum rules by having four j’s in the expression after step 1 of replacing  by ). People
who really understand indicial notation would construct the formula for  by spending
a little time “smelling” the structure of the Eq. (4.27). If you look carefully at that defining
equation, you will note that the “denominators” in the three terms on the right hand side
have the same indices as those on the left hand side — and they also appear in the same
order. Thus, your first step to constructing the expression for  would be to write a par-
tial “skeleton” formula as

,  (4.28)

where the “ ” stands for indices not yet inserted. Again looking at the structure of Eq.
(4.27) you would note that the subscripts on each  are simply the “other two” indices
not already in the “denominator.” Furthermore, those subscripts are placed in an order that
is a positive permutation of the free indices moving clockwise from the index already
placed in the denominator. Specifically, the positive permutations of  are: , ,
and . Because the first term in Eq. (4.28) has  in the “denominator,” you know that
the “other two” indices for the first term must be “ ”. Similarly, the second term has 
in the denominator, so the other two indices must be  (not  because you need to
select the same ordering as the positive permutation), etc. Thus, the final expression is

 (4.29)

In continuum mechanics, another common index structure is of the following form

 (4.30)

Yijk
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----------
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---------–+=
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To “smell” the structure of the index placement, you might find it useful to mentally
replace the indices with numbers representing the order in which you should write them
on the paper:

 (4.31)

Thus, for example, if you want to write the formula for , then you should again start
with a partially completed skeleton in which you place only the first two indices:

 (4.32)

Then you fill out the remaining two indices  by placing them in that order on the first
term and in the reverse order in the second term to obtain

 (4.33)

Aesthetic (courteous) indexing
Once you have derived a final result, it is often helpful to your readers if you change

your choice of index symbols so that the free indices are ordered alphabetically on the left
hand side of the equation. For example, if your final result is something weird like

,  (4.34)

then re-writing it in the equivalent form,

,  (4.35)

is often appreciated by (certain) readers.

Suspending the summation convention
An equation that violates the summation convention is usually a mistake, often indicating
a typographical error or perhaps an error in which a dummy index was not changed to a
different symbol prior to a substitution. Occasionally, however, one produces a legitimate
equation that violates the summation convention, in which case, a temporary suspension
of the summation convention must be indicated. We have already encountered one
instance of needing to suspend the convention in our Eq. (4.17).

The summation conventions do not allow an index to appear three or more times in a
term. Thus, for example, the expression

  (4.36)

would have to be written in traditional form by explicitly showing the summation sign:

 (4.37)
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The summation symbol cannot be removed because the summation index  appears three
times. Here we had a legitimate expression in which an index occurred three times and a
summation was desired. Below we consider the case when an index appears exactly twice
and a summation is not desired.

Sometimes a legitimate indicial expression cannot be written in a manner that satisfies
the summation convention. In such a situation, the summation convention must be tempo-
rarily suspended. For example, the  eigenvector  corresponding to the  eigen-
value  of a matrix  is defined such that

 (no sum on ).  (4.38)

The phrase “no sum on ” tells the reader that the author wishes the index  to be inter-
preted as a free index even though it appears exactly twice on the right-hand side.

In tensor analysis, exceptions to the summation convention are rare, so it is a very con-
venient notational tool, especially when an expression contains numerous implied summa-
tions, as was the case in Eq. (3.105).

Combining indicial equations
The following equations all satisfy the summation rules:

⇔ 
⇔ 
⇔  (4.39)

The expressions on the right show the equivalent matrix expression for the operations.
Note, in the last equation, that a transpose of  is required in the matrix equation. There
is no need for a transpose on  in the indicial expression —  is meaningless.

In the first two equations, the dummy summation index is  and the free index is ;
hence, those equations actually represent three separate equations for each value of the
free index “ ”. In the last expression, the dummy summation index is , and there are no
free indices (indicating that the equation is just a single equation for a single scalar).

It might be tempting to directly substitute the first two expressions in Eq. (4.39) into
the third equation to obtain . However, this combined equation violates the
summation convention because there are now four occurrences of the index  on the right-
hand-side. To properly combine the equations in (4.39), the dummy index  must be
changed to something else in one of the equations before combining the equations. The
symbol used in place of  is arbitrary, except that it must not be  because  is already
being used as a free index. Replacing  by  in the first of Eq. (4.39) gives ,
allowing the equations to be combined to give

⇔  (4.40)

which does not violate the summation convention. Written out in traditional form, this
equation may be written

k

ith p{ }i ith

λi A[ ]

A[ ] p{ }i λi p{ }i= i

i i

ai Aijvj= a{ } A[ ] v{ }=
bi Bijwj= b{ } B[ ] w{ }=
s aibi= s a{ }T b{ }=

a{ }
ai ai

T

j i

i i

s AijvjBijwj=
j

j

j i i
j k ai Aikvk=

s AikvkBijwj= s v{ }T A[ ]T B[ ] w{ }=
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 (4.41)

In the above analysis, we showed the equivalent matrix expressions in the right-hand col-
umn. The above analysis could have been done entirely using matrix manipulations, but
the skill of changing index symbols becomes indispensable when working with operations
that have no straightforward matrix analogs.

Index-changing properties of the Kronecker delta
The indicial form of Eq. (3.22) may be written

 (4.42)

Note that the Kronecker delta  acts in a way that appears to have “changed” the dummy
summation index  on  to become an  on  with the  removed. This “Kronecker
removal” property holds because, in the summation over , only one term is nonzero (the
one where ).

This index-changing property holds in general. For example, the expression 
can be simplified by noting that the subscript  on  is a dummy summation subscript.
Therefore,  may be removed if the other occurrence of  is changed to a . The simpli-
fied expression is therefore . Conversely, given an expression  for which you
would prefer that the first index on A to be “i” instead of “p”, you can use a “Kronecker
insertion rule” to replace the expression with . These sorts of manipulations are
routine, and this section covers in detail some “gotcha” precautions you must take to
ensure that you don’t violate the sum rules when changing indices.

We have already used the Kronecker-removal index-changing property when we sim-
plified Eq. (3.86). The Kronecker-removal rule applies in more complicated expressions
involving multiple Kronecker deltas. Consider, for example, the expression

. Here the subscript  appears exactly twice, so it is a dummy summa-
tion index, and the  may be removed from the expression if the other occurrence of 
is changed to a . This gives . Now note that the index  is a dummy sum
index, so  may be removed if the other occurrence of  is changed to a  to give

. The  in this final expression may not be removed because both  and  are
free indices, not summation indices.

s AikvkBijwj

j 1=

3

∑
k 1=

3

∑
i 1=

3

∑=

δijvj vi=

δij
j vj i vi δij

j
i=j

Aijvkδip
i δip

δip i p
Apjvk Apjvk

Aijvkδip

Tqmsδpkvqδkmδid k
δpk k

p Tqmsvqδpmδid m
δpm m p

Tqpsvqδid δid i d
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Now consider the expression . Noting that  is a summation index, this may

be simplified by removing the Kronecker delta  if the other occurrence of  is
replaced by  to give , which means  and which is therefore equiva-
lent to the trace operation of Eq. (3.51). 

 (4.43)

Above, we described how to simplify an expression by removing a Kronecker delta in
which at least one index is summed. Specifically, Eq. (4.43) provided a way for you to
remove the Kronecker delta from the expression. Frequently, however, you will want to
use the index changing property in its converse by reinserting a Kronecker delta. This pro-

δmkAkm m
δmk m

k Akk A11 A22 A33+ +

If one index on a Kronecker Delta is a dummy sum index (i.e., that index
appears in two places), then the Kronecker delta may be removed if the
other instance of the summed index is replaced by the second index on
the Kronecker delta. This second index may be free or summed — it
doesn’t matter.

KRONECKER REMOVAL RULE

δriUarsδpqvi Uaisδpqvi=

This Kronecker delta has the index
“r” repeated. You can remove the 
Kronecker delta if you change the
second “r” to an “i”

This one has no 
repeated indices,
so it must stay

δriUarsδpqvi Uarsδpqvr=

This Kronecker delta has the index
“i” repeated. You can remove the 
Kronecker delta if you change the
second “i” to an “r”

ANOTHER VIEWPOINT

SAME RESULT WITH
BOTH VIEWPOINTS
(either way, the index on
v is getting summed with
the middle index on U)
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cess is more tricky because you must first verify that the indices that you hope to use on
the inserted Kronecker delta aren’t already being used elsewhere in the equation or expres-
sion. If they are, you must be extra careful to ensure that your manipulations won’t result
in violation of the summation conventions. Consider, for example, an expression

. This expression is linear with respect to , so we know* that
there must exist coefficients  such that . How do we go about finding
these coefficients? By taking enough time to learn the index structure, you can probably
slowly figure out that the final answer must be , but is there a step-by-
step procedure that you can fall back on “slow-brain” days when a random walk through
index changes just isn’t producing what you seek? Such a methodical or algorithmic pro-
cess would also be useful if you ever want to write a symbolic math program to do the
index manipulations for you. 

The first step in reformulating an equation is to look at the structure of the target equa-
tion, and compare that with the starting equation. If the target equation uses a different set
or free indices, then your first order of business will be to re-cast the starting equation to
use those free indices. In our example, we want to re-cast the equation

 into the new “target” form . The free index in our tar-
get equation is “i”, but the free index in the starting equation is “n”. WARNING: before
simply changing “n” to “i”, you must first change all other occurrences of “i” in the
starting equation to any other unused letter of the alphabet. Changing the “i” to, say, “p”,
we get . Now that “i” is nowhere to be seen, we may change the
free index “n” to the desired symbol “i”, giving . When making
these sorts of changes, remind yourself that a free index symbol will occur exactly once in
every term, so don’t forget to make the change in every term. Now that the free indices in
our starting equation are the same as the free indices in the target equation, the new goal is
to make adjustments in each individual term:

Given (as an illustrative example) ,  (4.44a)

determine coefficients  such that  (4.44b)

* from the Representation Theorem, covered later in Eq. 9.7.

sn BinsAsi Anmvm+= A[ ]
Cijk si CijkAjk=

Cijk Bkij vkδij+=

sn BinsAsi Anmvn+= si CijkAjk=

sn BpnsAsp Anmvm+=
si BpisAsp Aimvm+=

si BpisAsp Aimvm+=

Cijk si CijkAjk=
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Note from Eq. (4.44b) that the desired indices on  are “jk”. However, the first term in
Eq. (4.44a) has indices “sp” and the last term has indices “im”. By using the following
flow chart individually on each term in Eq. (4.44a), you will be able to make the necessary
index change adjustments.

You should apply this flow chart sequentially for each index that needs changing, mak-
ing sure to always follow the steps using the latest revisions of the expressions.

A[ ]

Given: a multi-index expression (i.e., a term in an equation) with an
index  that you wish to instead be a different symbol , α β …

Is  already in use anywhere 
else in the expression?
β

Change all occurrences of 
 to some other unused 

letter of the alphabet.
β

Is  a free index?α

Change  to  and multiply 
the expression by .

α β
δαβ

Change all (both) occurrences 
of  to .α β

DOUBLE CHECK!!! Now that  has been changed to , equate the original 
expression to the newly revised version and verify satisfaction of sum rules.

α β

STEP 1

STEP 1.1

STEP 2

STEP 2.2STEP 2.1

STEP 3

yes

yes

no

no
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Let’s apply this flow chart to the first term on the right hand side of Eq. (4.44a), which
is . Comparing with Eq. (4.44b), we desire the index “s” to instead be “j” (we
also want “p” to instead be “k”, but the footnote of the flow chart instructs us to deal with
only one index at a time, so let’s first worry getting that “s” changed to a “j”). Using the
flow chart, 

STEP 1: Is “j” already in use anywhere else in the expression ? No.
STEP 2: Is “s” a free index? No, it appears twice, so it is a dummy sum index.
STEP 2.2: Change both occurrences of “s” to “j” to obtain 
STEP 3: Equate the starting expression (in step 1) to the final expression in step 2.2:

. Are there any sum rule violations? No. Both sides have the same 
free index (“i”) and all repeated indices appear exactly twice in their terms.

Now that we have completed one revision, let’s work on the second subscript on .
Again comparing with Eq. (4.44b) with our latest revision , we see that we want
that index “p” to instead be “k”. The path on the flow chart is similar to what was done
above and the result is . This takes care of the first term in Eq. (4.44a). Now let’s
work on the second term, . Comparing with Eq. (4.44b), we want the index “i” to
instead be “j”. Following the flow chart, here are the steps:

STEP 1: Is “j” already in use anywhere else in the expression ? No.
STEP 2: Is “i” a free index? YES, because it appears exactly once.
STEP 2.1: Change “i” to “j” and multiply by  to obtain 
STEP 3: Equate the starting expression (in step 1) to the final expression in step 2.1:

. Are there any sum rule violations? No. Both sides have the same 
free index (“i”) and all repeated indices appear exactly twice in their terms.

Working with the latest revision, , again comparing with Eq. (4.44b) shows that
we want the index “m” to instead be “k”. Following the flowchart again lets us revise the
expression to read . Recalling our revised version of the first term, we now have
our final revision of Eq. (4.44):

 (4.45)

In this form, we can now compare with Eq. (4.44b) to assert that the coefficients we seek
must be given by

 (4.46)

Note that step 2.1 of our flow chart used the following rule:

 (4.47)

BpisAsp

BpisAsp

BpijAjp

BpisAsp BpijAjp=

A[ ]
BpijAjp

BkijAjk
Aimvm

Aimvm

δij Ajmvmδij

Aimvm Ajmvmδij=

Ajmvmδij

Ajkvkδij

si BkijAjk Ajkvkδij+=

Cijk Bkij vkδij+=

If an expression has a FREE index  that you would like to instead be a different sym-
bol , then first change any existing dummy sum occurrences of  to any other
unused letter. You may then change  to  if you multiply the expression by .

α
β β

α β δαβ

KRONECKER INSERTION RULE (FOR FREE INDICES ONLY)
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Note that this rule (which is the converse of Eq. 4.43) is typically applied only to expres-
sions (i.e., individual terms in an equation), and it can be applied only if occurrences of the
desired index symbol are already present only as dummy sum indices, not as free indices.
Note that application of this rule changes the index on a variable, without changing the
free index. Specifically, after changing  to  and then multiplying by , the index 
will exist twice, so it is a dummy sum index and  is still the free index. After application
of this rule,  will still be a free index, but it will now be a subscript on  instead of on
the original variable. Because the symbol  will still be the free index symbol after appli-
cation of this rule, you will not generally apply this rule to equations. In equations, if you
really want to change the letter of the alphabet used for a free index, you will need to make
the change in every single term of the equation, making sure that the new symbol was not
already in use prior to the change (if it was, remember to first change the other occur-
rences of the desired new symbol to any other letter of the alphabet).

Summing the Kronecker delta itself
Consider the expression . The index  is a dummy sum index on the first , so

that  (not the other one) may be removed if the second occurrence of  is changed to a
. The second occurrence of the  happens be on the second . Thus  may be

simplified to become . Recalling that  equals 1 if , one might be tempted to
write , which would be wrong. The index  is still a summation index, and there-
fore

 (4.48)

Viewed differently, this says that the trace of the  identity matrix is equal to 3.

Our (unconventional) “under-tilde” notation
Conventional publishing practice typesets scalars in italic while vectors and tensors

are set in bold. As a teaching aid to add clarity to our discussion, we extend this practice
by explicitly indicating the order of vectors and tensors by the number of under-tildes.
Thus, for example,  denotes a scalar,  denotes a vector,  denotes a second-order ten-
sor (to be defined later),  denotes a third-order tensor, and so on.

Tensor invariant operations
Unless otherwise indicated, all vector and tensor components cited in this book are ref-

erenced to an orthonormal basis, which could be — but is not limited to — the laboratory
basis. Lab components can be transformed to any other orthonormal basis by using the
techniques covered on page __, where it is shown, for example, that components  of a
vector  with respect to the lab basis  are related to the components  of the
same vector with respect to a different orthonormal basis  according to

 where . The base vectors themselves are related by .
Importantly, it is shown on page __ that the  matrix is orthogonal (i.e., ).

α β δαβ β
α

α δ
α

δikδik i δik
δik i

k k δik δikδik
δkk δij i=j

δkk=1 k

δkk δ11 δ22 δ33+ + 1 1 1+ + 3= = =

3 3×

s v
˜

T
˜̃g

˜̃̃

vi
v
˜

e
˜1 e

˜2 e
˜3, ,{ } v̂

˜ j
ê
˜1 ê

˜2 ê
˜3, ,{ }

vi Qijv̂j= Qij e
˜ i ê

˜ j•= e
˜ i Qijê˜ j=

Q[ ] QkiQkj δij=
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Though probably not immediately obvious, this orthogonality property ensures that the
component formulas for the vast majority of operations described in this book take pre-
cisely the same structural form in any orthonormal basis. For example, the vector dot
product is defined for the lab basis as , and if you apply transformation formulas to
substitute  and , then orthogonality of the  matrix shows that
the dot product can be computed by , which is precisely of the same form as the for-
mula that uses lab components. This sort of result is typical of tensor and vector opera-
tions. The linear transformation formula for  is computed by  with
respect to the lab basis and  with respect to a different “hat” basis (it is shown
on page __ that the lab and “hat” components of the tensor  are related by

). Note that the component formulas are identical in structure. The
components of the output vector are different in the two systems (i.e., ). However,
the output vector itself is computed by multiplying the components by the base vectors:

 or . Even though the components are different, this product of compo-
nents times base vectors will give the same final result for . In fact, any operation whose
component formula has the same structure in any orthonormal basis is referred to a ten-
sor invariant operation. After multiplying components times base vectors, you will
obtain the same tensor (or vector) regardless of which basis you used in your component
calculations. Knowing that an operation is invariant is extremely helpful because it gives
you licence to perform the operation in any convenient orthonormal basis, and you can
rest assured that the resulting tensor (or vector) will be the same as if you had instead per-
formed your component calculations in a different basis.

akbk
ak Qkiâi= bk Qkjâj= Q[ ]

âkb̂k

y
˜

F
˜̃

x
˜

•= yi Fijxj=
ŷi F̂ijx̂j=

F
˜̃Fij QimQjnF̂mn=
yi ŷi≠

y
˜

yie˜ i= y
˜

ŷie˜ i=
y
˜

70
Copyright is reserved. Individual copies may be made for personal use. No part of this document may be reproduced for profit.



September 4, 2003 5:24 pm
Simple vector operations and properties D R A F TR e b e c c a  B r a n n
 o n

5. Simple vector operations and properties

Dot product between two vectors
GOAL: Define, cite properties, show application to find angle between two vectors, show 
application to decide if a vector is zero.

Using the summation convention, the dot product between two vectors  and  is*

 (5.1)

Written out in full, 

 (5.2)

In matrix notation, this can be written

 = 

=  (5.3)

The magnitude of a vector  is given by

 (5.4)

* This document presumes that all vectors are real. If however, you wish to generalize the inner prod-
uct between two vectors  and  that might have complex components, then the dot product 
should be revised to , where the overbar denotes the complex conjugate.

“Blessed are those who expect nothing, 
for they shall not be disappointed.” 

— Carl Sandburg

v
˜

w
˜

v
˜

w
˜v

˜*w
˜

v
˜

w
˜

• vkwk= =

v
˜

w
˜

• vkwk≡

v
˜

w
˜

• v1w1 v2w2 v3w3+ +=

v
˜

w
˜

•( )
v1

v2

v3

T
w1

w2

w3

v{ }T w{ }=

v1 v2 v3

w1

w2

w3

<v> w{ }=

v
˜

v v
˜

+ v1
2 v2

2 v3
2+ + + v

˜
v
˜

•= = =
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Geometrically, the dot product can be written

,  (5.5)

where  and  are the magnitudes of  and , respectively, and
 is the angle between  and . The dot product is commuta-

tive:

 (5.6)

It also satisfies the inner product positivity rule

 if 

 if and only if  (5.7)

This positivity property implies that the magnitude of a vector, as defined in Eq. (5.4), will
always be real.*

Dot product between orthonormal base vectors
If  is an orthonormal basis, then

,  (5.8)

where (recall) the symbol  is the Kronecker delta, defined 

 (5.9)

A “quotient” rule (deciding if a vector is zero)
GOAL: Explain that you can’t define division by vectors, but there is an extended viewpoint 
that is similar.

Suppose the product of two scalars  and  is zero. Then we all know that you may
conclude that  and/or . Furthermore, if  for all choices of , then you
may conclude that  must be zero.

Now suppose that the dot product of two vectors  and  is zero. Then, based on the
definition of the dot product, you may conclude that one of three possibilities exist:
(1) is zero, (2)  is zero, or   is perpendicular to . More importantly...

If  for all choices of , then .  (5.10)

A vector is zero if and only if all of its components are zero.

* Keep in mind that we are considering only ordinary engineering vectors having real components. If 
complex components were allowed, the inner product would be written , where the 
overbar denotes the complex conjugate.
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Deciding if one vector equals another vector. Not surprisingly, two vectors 
and  are equal if and only if . Thus, the above tests for deciding if a vector is
zero can be applied to tell if two vectors equal each other. Specifically, Eq. (5.10) can be
written

If  for all choices of , then .  (5.11)

Two vectors are equal if and only if corresponding components are equal. Without the pro-
viso that Eq. (5.11) holds for all choices of , the best you would be able to conclude is
that  is perpendicular to the span of admissible choices for . If, for example, you
were told that  for all vectors  in the 2-3 plane, then you could conclude
that  must point in the 1-direction. This would not imply that either  or  each indi-
vidually point in the 1-direction; instead, it would imply that  and .

These statements seem self-evident in this simple 3D context, but become quite impor-
tant in higher dimensions. 

Finding the i-th component of a vector
GOAL: Show that the ith component of a vector can be found by dotting that vector by the 
ith base vector.

Recall that any vector  can be expressed as

 (5.12)

Dotting both sides with  gives . Similarly,  and .
Hence, the  component of a vector with respect to an orthonormal basis 
can always be found by

 (5.13)

This relationship can be derived using strictly indicial notation by noting that Eq. (5.12) is
equivalent to 

 (5.14)

Dotting both sides by , invoking Eq. (5.8), and finally using the index-changing prop-
erty of the Kronecker delta (Eq. 4.43) gives

 (5.15)

which is equivalent to Eq. (5.13). This method for finding the component of a vector
might seem at first glance to be trivial and of no obvious use. Suppose however, that

 is a different basis. Further suppose that we do know the components of 
with respect to the original (unstarred) basis, but we wish to determine the components of
this vector with respect to this new (starred) basis. Then . As a specific exam-
ple, suppose that 

, , and  (5.16)

Suppose that we know that, with respect to the unstarred basis the vector  is given by
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 (5.17)

Then the components with respect to the unstarred basis are just ,  and
, whereas the components of this vector with respect to the starred basis are

 (5.18)

 (5.19)

 (5.20)

The method presented in this section works only when the new (starred) basis is orthonor-
mal; see page 88 to learn how to find the components of a vector with respect to an irregu-
lar (non-normalized and/or non-orthogonal) basis.

Even and odd vector functions
GOAL: Define, show function decomposition into even plus odd parts

If a function  has the property that , then the function is said to be
even, and it is independent of the vector’s directional sense. For example, the operation

 is even. On the other hand, if , then the function is said to be odd. 
Any function  may be decomposed into its even part  plus its odd part 

as

 (5.21)

where

 (5.22)

Homogeneous functions
GOAL: Define, show identities

A function f is said to be homogenous of degree k if it satisfies

 for all positive scalars .  (5.23)

For example,  is homogeneous of degree 3. The function  is
homogeneous of degree zero. The function  is not homogeneous of any
degree.

When a function is homogenous of degree k, then can be shown [__] that

 (5.24)

where . Furthermore, the function  is homogeneous of degree k–1.
That is,

 (5.25)
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